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Abstract—A multi-antenna access point (AP) can communicate
simultaneously with multiple clients, however, this multiuser
MIMO (MU-MIMO) capability is underutilized in conventiona |
802.11 wireless LANs (WLANS). To address this problem, re-
searchers have recently developed a CSMA/CA-based MAC pro-
tocol to support concurrent transmissions from different dients.
In this paper, we propose an analytical model to characterie the
saturation throughput and mean access delay of this CSMA/CA
based MAC protocol operating in an MU-MIMO WLAN. We
also consider and model a distributed opportunistic transnission
scheme, where clients are able to contend for the concurrent
transmission opportunities only when their concurrent rates
exceed a threshold. Comparisons with simulation results siw
that our analytical model provides a close estimation of the
network performance. By means of the developed model, we
evaluate the throughput and delay performance with respect
to different network parameters, including the backoff window
sizes, the number of AP’s antennas, the network size, and the
threshold of the opportunistic transmission scheme. Perfanance
optimization over key parameters is also conducted for the
transmission schemes.

Index Terms—Multi-user MIMO, wireless LAN, saturation
throughput, mean access delay, opportunistic transmissio

|I. INTRODUCTION
MULTI-USER MIMO (MU-MIMO) wireless LAN

A

multiple clients. Those clients usually have small physic
sizes and limited power. Hence, each client is normally

equipped with a single transmit antenna. Multiple clierda ¢

(WLAN) contains a multi-antenna access point (AP) anﬁ‘
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Fig. 1. A scenario of the MU-MIMO network: one three-antenih@ and
five single-antenna clients.

while keeping the random access property becomes a hot
topic recently [2]—[4]. In [2], Taret al. develop a CSMA/CA-
based MAC protocol in an MU-MIMO WLAN, which enables
multiple clients to communicate with the AP concurrently.
This transmission scheme is then improved in [4], where the
optimal bit rate is picked for each client by considering the
interference from ongoing transmissions. In [3], a CSMA/CA
based MAC protocol is developed in an MIMO network,
in which nodes with more antennas can join the ongoing
transmissions without interfering them.

In this paper, we summarize the key features of the
CSMA/CA-based MU-MIMO WLAN proposed by [2], and
en analyze its saturation throughput and mean accesg dela
A'he contributions of this paper are as follows.

First, a theoretical model is developed to characterize the
Saturation throughput and mean access delay of the up-

communicate concurrently with the AP in both the uplinllénk channel in a CSMA/CA-based MU-MIMO WLAN. Our

(many-to-one) and downlink (one-to-many) [1]. With sphti

aderivation is based on Bianchi's Markov chain model [5],

multiplexing and antenna diversity, an MU-MIMO system ofput is different from Bianchi’s model in three aspects: the

fers a high network throughput that increases with the num

%erivation of conditional collision probability, the foutation

of antennas at the AP. However, the distributed coordinati@! Saturation throughput and mean access delay. These three

function (DCF) in current WLANSs only allows one client to

aspects essentially capture the difference between a gonve

transmit at a time, and hence underutilizes the MU-MIM(BOnal 802.11 MAC protocol and a CSMA/CA-based MAC

capability in the uplink. Moreover, a random access-bas

yan MU-MIMO WLAN. The concurrent transmission rates

MAC protocol is highly preferred in a WLAN because jfare also formulated by assuming that clients experiengk i.i

allows users to access the medium in a simple manner. Thé

fore, how to enable multiple clients to transmit concurkent
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}gl_e-varying Rayleigh fading.

Second, a simple distributed opportunistic scheme is con-
sidered, which allows the clients to contend for the coremirr
transmission opportunity only when their concurrent datas
exceed a threshold. We also model the saturation throughput
and mean access delay of this opportunistic transmission
scheme by considering both MAC and PHY layer influences.

Third, comparisons between analytical and simulation re-
sults are conducted to verify our model. Numerical examples
are presented to show that our analytical model provides a
close estimation of the network throughput and mean access
delay. The accuracy of our model is high especially when
all the degrees of freedom at the AP are occupied by the
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Fig. 2. lllustration of the standard 802.11 DCF access sehem // —
client Gslf / [ [ I Stream 1 [7]]
=
concurrent streams. PHY ‘ Tfﬂe
Fourth, performance evaluation using the developed ana-AP Header ACK|  Slot

lytical model provides in-depth understanding and insight
of CSMA/CA-based MU-MIMO WLAN. Specifically, the Fig. 3. lllustration of the CSMA/CA-based MU-MIMO WLAN.
throughput and delay performance are analyzed with respect
to four parameters: the transmission probability, the nemaol
antennas at the AP, the number of clients, and the threshaitfl five single-antenna clients (Fig. 1). Since the AP has
in the opportunistic scheme. We show that optimal backdfiree antennas, the maximum number of concurrent clients
window sizes can be derived to achieve the maximum througtannot exceed three (assume that all the clients know this
put and the minimum access delay. Besides, we find that fiieshold through the AP's beacons). To achieve this goal,
throughput gain resulted from adding antennas to the APQgery client maintains &ansmission counter that counts the
prominent when the total number of AP’s antennas is sm&lrrent number of the concurrent streams by detecting their
and the frame transmission time is long. Furthermore, fer tRreambles If the transmission counter is smaller than the
opportunistic transmission scheme, an optimal threshatd cthreshold (which in this case is three since the AP has three
be determined, which balances between the costs of redudggennas), all the rest clients will continue to contend for
concurrent rates and increased collision probability, #rel concurrent transmission opportunities. For example, as/sh
costs of decreased concurrent transmission time. in Fig. 3, when Client € wins the contention and begins
This paper is organized as follows. In Section Il we descrigansmission, each of the rest clients monitors the channel
the main features of a CSMA/CA-based MU-MIMO WLAN.and detects Client £ preamblé, and then increases the
In Section Il a theoretical model is derived to compute thansmission counter from zero to one. Since there is ondy on
saturation throughput and mean access delay of the uplilient transmitting, which is smaller than three, the restrf
channel. A Simp|e distributed Opportunistic scheme isoi.ntrCIientS will continue to contend for the second transmissio
duced and modeled. In Section IV numerical analysis is c&Pportunity. When Client €wins the second contention and
ried out to validate the theoretical model. After that, sidn transmits, the rest clients behave similarly to the presicase
of the model accuracy with respect to different parametm’s then Client Q wins the Channélexcept that the transmission
discussed. In Section V network performance is evaluated ggunters are increased from one to two. When the transmissio
means of the developed model. Related work is presenteccfiinter is updated to three, i.e., no concurrent transafissi

Section VI. This paper is concluded in Section VII. opportunity remains, the rest clients will defer their axxcé&

the channel until the channel is idle for an interval londpmt

DIFS. Assuming that the three concurrent transmissionsaénd

IIl. CSMA/CA-BAsED MU-MIMO WLAN the same time (which can be realized by packet fragmentation

In this section we summarize the main characteristics ahd aggregation [3] [4]), the AP will then send an ACK-to-All

a CSMA/CA-based MU-MIMO WLAN (see [2] for detailed message to the three clients in the downlink channel through

descriptions). Note that we focus on the uplink throughpttansmit beamforming [1].

performance throughout this paper, because the downlinkA collision happens when two clients win the contention

channel has been analyzed before, e.g., in [1]. at the same time slot. As an example, consider the beginning
In the standard 802.11 DCF access scheme, as showrpémiod in Fig. 7, where both Client,Gand Client G win the

Fig. 2, only one client is allowed to transmit at a time [7]second concurrent transmission opportunity. Althoughrése

Clients who want to transmit data enter the contention pericclients can detect the preamble, they do not know that the

their backoff counters are reduced each time the channel igreamble is actually two overlapping preambles. As a result

sensed idle for #me slot. The client that wins the contention, , _ _ i _

ie., has zero backoff counter, transmits data, while othgr if:vc:]bﬁgae;fgr:” can be realized by correlating thevedaignals with

clients defer their access to the channel (and stop reducingsgmetimes clients also need to decode MAC header of the irséntion

their backoff counters) until they find the medium is idle fowinner [2] before they start to compete for the concurremnsmission

an interval ofdistributed interframe space (DIFS). After that opportunities. However, it will not affect the following deation process of

. . ' our analytical model. Therefore, in this paper we assumetheacontention

a new contention period starts. period starts when previous contention winner finishesstratting its PHY
Unlike the standard 802.11 DCF access scheme, header (i.e., PLCP preamble and PLCP header), as shown.i8.Fig

CSMA/CA-based MU-MIMO WLAN allows multiple clients 3Note that the rest clients will stop backoff when they detachew

. | he AP. F fd . .. _preamble. Since preamble detection can be done within disiet they will
to transmit concurrently to the . For ease of descriptio t reduce their backoff counters once a client wins the mblaand starts to

let us consider a simple network with one three-antenna A®nsmit.
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Client G; wins the third contention and becomes the fourth b(t)
concurrent transmitter. For successful decoding, the ARIsie

Drawn from [0, CW] .

[ —

Client C, wins with equal probability

the contention
|

to estimate each transmitter's channel parameters usgig th
preamble$ Since the two frames of Client,Gand Client G

overlap together, it is hard for the AP to nullify the intedace ﬁ‘h I Virtual Time Slot

of the two overlapped frames to extract Client’<Cframe. L T P t(;”e”‘ C “{?“Sl
Besides, because the AP fails to decode the two overlapped | | | A e contention,

frames, it cannot perform successive interference cati®il Do L ¥ 2 ‘

to extract the first contention winner’s (i.e., Client's) frame. S Ry LT i t

Transmission Time of Client C4

In sum, the AP encounters a decoding failure when a collision Time Header

happens [2]. In the case of decoding failure, no ACK messag_e _ _
] ] ] ! ./Lg. 4. Example of the stochastic process of Clients®ackoff counter.
is sent to the concurrent transmitters, as shown in Flg. .

Besides, each of the concurrent clients will select a rando —
backoff time interval to prevent future collisions. Here =Fv

apply the binary exponential backoff mechanism which ig @
also used in the conventional 802.11 WLANS. This backo
mechanism works as follows. Each client selects a backaf

time interval from the uniform distribution over [Q'W].
CW meanscontention window and is set a2* — 1, where
k is a positive integer (e.gGCW = 15, CW = 31). At first,
k = knin, CW = CWpin, k is increased by one when ak
client is involved in a collision, untiCW reachesCWy,.x.

CW is reset toCWy,in When the client successfully transmits
a packet. Fig. 5.

(1-p)(CWhin*1)

PUCWinart1) (|
Markov Chain model for the backoff counter.

Ill. M ODELING THE UPLINK CHANNEL OF A
CSMA/CA-BASED MU-MIMO WLAN

In this section we propose an analytical model to comp
the saturation throughput and themean access delay of the
uplink channel in a CSMA/CA-based MU-MIMO WLAN,
under the saturation condition that each client has data
send all the time. For simplicity, only single-antenna ruige
are considered. Generalization to multi-antenna cliensur . o

is one more chance for concurrent transmissions, tHen

future work. As mentlor_1ed in the previous septlc_)n, we foc:j%mains unchanged when Clien§ @ansmits its PHY header
on the uplink channel with no downlink transmission from A

except ACKS. and continues to decrease after that. Each tifg reduces

0 vsis is based Bi hi's Mark hai del 50 zero, Client G wins the contention and starts to transmit.
uranalysis Is -’ase on Bianchi's viarkov chain mode [ ter finishing transmission, ClientCdraws a value from the
However, Bianchi's analysis is proposed for the standa iform distribution over [0CW] and assigns it td(t)
802.11 DCF scheme, so we need to tailor it to accommodat . i

the CSMA/CA-based MAC protocol that allows concurre eBy regarding C'IV, b(t)) as the states of a backoff counter,

e . . 4 . : e can describe the change , b(t)) as a bidimensional
transmissions. This section consists of six subsectlons.r(i ge 6N/, b(1))

the first subsection we apply the discrete-time Markov Chag}screte-time Markov chain. The state transition profie
model to compute the transmission probabitityf each client, e shown in Fig. 5, whergis the conditional probability that

o . . ” . Client C, encounters a failed transmission when it has won the
which is derived as a function of the conditional collisiory, | Although the MAC protocol in a CSMA/CA-based
probability p. The variablep is assumed to be constant for, U-MIMO WLAN is different from that in a conventional
all the clients, and is computed in the second subsection.

the third subsecti lculate the t e ¢ .11 WLAN, the state transition behavior, i.e., the Marko
€ third subsection we caicuiate e trahsmission rates c%ain, of a client’s backoff counter in the two WLANSs are

the concurrent streams. The saturation throughput and M&&htical. This is because the backoff mechanism used in the

access delay are formulated as functionsraih the fourth two WLANS are the same. In the Markov chain. tebe the
and fifth subsections. An opportunistic transmission S(merBrobability thatb(t) — 0, i:e., Client G is in tra[nsmission

is considered and modeled in the last subsection. state, then Bianchi's result can be applied here (see [5] for
details):

t, thenb(t) follows a stochastic process. An example of this
U’[i)éocess is shown in Fig. 4. During the contention perigd),
iS‘reduced by one every slot time. When some client wins the
contention,b(t) stays in its value for a certain time interval.
The length of this interval depends on who the contention
1o . S .
winner is and whether the concurrent transmission oppiytun

remains. For example, if ClientsGvins the channel and there

A. Transmission Probability

_ 2(1—2p)
We first focus on the backoff behavior of a single client, say, =

; 1)
Client C,. Let b(t) be the value of its backoff counter at i (1=2p)(W+ 1) +pW(1 - 2p)7)
ient C;. Let b(t) be the value of its backoff counter a M el — CT1 41 and2™ " — OV 11. Since clients

4Readers who are interested in the detailed decoding pramsssefer are as;umed to_have packets to transmit at all t'mes (IﬂE., th
to [2], [4], and Section 8.3 in [1]. saturation condition), in the long term, all the clients rgha



4 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, ACCEPTED FOPUBLICATION

the same transmission probabilityand conditional collision as
probability p. Therefore, Eq. (1) holds true not only for Client , ) , )
C; but also for all the clients in the network. p = P(Client G, fails|Client C; transmitg

Note that Eq. (1) is derived based on the transition process = P(r fails|Client G transmits in round-),  (3)
of the Markov chain without considering the real time elapsa,here i
Actually, how long a client stays in its current state beforﬁtereste
jumping to the next state is different for different state

as shovyn in Fig. 4. nge, we give it a general name, "?espectively. Them € R, (or r € Ry) means that succeeds
virtual time dlot, meaning the time interval between tvvcg f fails). Accordingly,l — p can be calculated as
consecutive states (see Fig. 4). Although the Markov mod 85 ' '

in a CSMA/CA-based MU-MIMO WLAN and a conventional 1 —p = P(r € R,|Client C; transmits in round-)
802.11 WLAN are identical, the length of virtual time slots i P(Client G; transmits inr andr € R,)
the two WLANS are different, which is a reason why Bianchi’s =

method is not applicable to the derivation of conditional
collision probability and saturation throughput, as ilhased

in the next two subsections.

€ {1,2,...,N} denotes the client that we are
d in, and- is a randomly chosen round. Lé&%,
nd Rs denote the sets of successful and failed rounds,

P(Client C; transmits in round-)
_ P(Client G transmits inr|r € R,)P(r € Rs)
~ 1 — P(Client G; does not transmit in round)’

4)
As discussed in the last paragraph of Section Il, the AP
B. Conditional Collision Probability encounters a decoding failure as long as a collision happens

As defined in the previous subsection, the conditional CCi\'_herefqre,P(r € Rs) rgpre.sents the propablllty tha.lt. no cheryts
- S . . ransmit at the same time in a round. This probability calyai
lision probabilityp is the probability that a client encountersdepends on the number of allowed concurrent transmissions
transmission failure given that it has won the channel. Let

. ) . . in a round and the number of clients competing for those
N be the total number of clients in a WLAN. In B'anCh',Stransmission opportunities, i.el/ and N Thergforeg we use
analysisp = 1—(1—7)V~1, corresponding to the probability PP ' : '

that, in a virtual time slot, when a client (say, Client{)C Ps(M, N) instead ofP(r € R, to highlight its dependence

. .. : ‘- onM andN.
transmits, at least one of the remainiNg- 1 clients transmits

at the same time. However, in a CSMA/CA-based MU'MIMC%raI:sriisssliJggES::]lél hrg#g;’cg:\?;tiiae gﬁigﬁy S‘;?erﬁ? t
WLAN, this result does not hold true, for the following two P T

reasons. First, when Client,Gransmits in a virtual time slot, can be computed as the probability that, at the end of each

the number of the remaining clients that can transmit at tﬁgntentlon period, only one client wins the transmission op

same virtual time slot is unknown, since some of the cIienPsortumty' Letd; (j € {1,2,..., M}) be the event that exactly

. . P one client wins thej-th contention, i.e., no collision happens
(e.g., Client G and Client G in Fig. 3) may have already . _ o
been involved in the ongoing transmissions. Second, wh'rer:ent:]eesér:the;(;gcu”em transmissiort?, (M, ) can then be
Client C; starts to transmit, collisions may happen not only P
_at Client G b_ut al_so at clients that_transmit concurrently with P(A1)P(As|Ay)--- P(Apm|AL, Agy .o A1), (B)
it. As shown in Fig. 7, although Client;(does not encounter ) N ) )
collisions when it first wins the channel, it still fails tatrsmit  Since 7 is the probability that Client transmits { <
its data because Client,Gand Client G collide with each {1,2:--.,V}) in a randomly chosen virtual time slot, and a
other. Since Bianchi's result is not applicable, we propaseV'rtual time slot is the same as a conventional time slotrdyri
new approach to compuge the contention period, we can compute Eq. (5) as

Define M as the maximum number of clients that can Nr(l—-7)N "L (N =-1)r(1 — )N =2
transmit concurrently and successfully in a CSMA/CA-based Ps(M,N) = I—(1-7)N  1-(1-7)~1
MU-MIMO WLAN with only N single-antenna clients, then (N = M +1)7(1 — 1)N-M

1— (1 _ T)N—M-&—l ?

(6)

M = min{the number of antennas at AF}.  (2)
where there aré/ terms multiplying together, and each term
We use the termound to denote the time interval spent by aorresponds to a contention period. For the first term, the
transmission withA/ (or more than)M if collision happens) denominatorl — (1 — 7)N denotes the probability that at
concurrent clienfs A transmission round casucceed (or |east one of theV clients transmits in a time slot, while the
fail), corresponding to whether the AP can perform successfilmeratorV(1 — 7)V~! denotes the probability that exactly
decoding in that round (see Fig. 7). According to the debniti one of theV clients transmits in a time slot. Therefore, the first
of the conditional collision probabilityp can be representedterm represents the probability that given a time slot where
at least one client wins the contentiprexactly one client
SMany factors, e.g., fading, interference, collisions, canse transmission transmits in that time slot. All the rest/ — 1 terms can be
fcz?)illﬁécie(;ngowever, in this paper we focus on investigating tffect of explained in the same way, except that they are computed
Sitis p(;ssible that less thal/ clients transmit in a round, when no clientsunder the collision-free condition of the previous conitems.

win the contention before the ongoing transmission endse Me ignore this
probability, which consequently results in a limitationtbé analytical model. "This condition restricts the time slot to be at the end of ateation
This limitation will be discussed in Section IV-C. period.
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Stage 1: Decode & Stage 3: Decode & ... M stages, as shown in Fig. 6. In thHeth stage, the AP
S“b"d ?Jeam M subtract Stream -2 decorrelates and decodes (e + 1 — k)-th stream, and then
‘ ] M2 ] subtracts off the decoded stream from the received vector so
HT' —> i o q 25 —> that in t.he(k+1).—th stage, there ar&/ — k remaining streams.
7K 2 I 7 According to this decoding procedure, when the AP decodes
M concurrent  Stage 2: Decode & Stage M: the k-th stream, only the interfering streams that join before
streams _subtract Stream M-1 Decode Stream 1| the k-th stream need to be considered, since streams that join
after it have already been removed. This property allows the
Fig. 6. The decoding procedure of ZF-SIC. k-th concurrent client to transmit at a rate that is deterghine
by the channels of itself and the previoks- 1 contention
winners.

Recall that our aim is to compute the uplink throughput To illustrate how ZF-SIC works, let us consider a network
when every client has data to send all the time. Under thj

t%- ; .
X " } . X th n-antenna AP. After decoding and removidd — &
saturation condition, each client will have an equal prdlitgb " g ng

© o ful d.C v, th babifint t streams, the remaining received vector at the AP for a symbol
0 join a successful round. Consequently, the probabiigtt . " - po written as

Client C; is among theM concurrent clients of a successful

round is equal to the probability thais among thel/ clients u
that are randomly picked fronV clients, i.e., y= Z hiz; +w, (12)
1
(1) _ M

P(Client C; transmits inr|r € R,) = =—. (7) Wwherey, h;, andw aren x 1 vectors. Thei-th contention

(1\]\2) N winner transmits a data symbg] through a channéh;. The
To compute P(Client C; does not transmit in round), a_dditive white no_ise _ve<_:t0r. is denoted fy, which follows a
note that if Client G is sure to be silent in a round, thencircular symmetric distributio€ (0, NoI). We assume that
the whole network will act as if Client Gvere not there, i.e., the data streams, the channel vectors, and the noise vectors
there wereN — 1 clients. Therefore. we have are all independent. To decorrelatg, the AP projects the
' receivedy onto thenull space of the matrix[h;hy ... hy_;]7,
P(r € R¢|Client C; does not transmit im) = P,(M', N—1), where[]” is the transpose operator. Under the assumption of

(8) independent channel vectors, the dimension of this nutespa
where M’ is defined as the maximum number of allowegs

concurrent transmissions in a network with the same AP but dy =n—k+1. (13)
with N — 1 single-antenna clients, i.e.,
. We can construct d; x n matrix Qg, with its rows represent-
I _ —
M’ = min{M, N —1}. ) ing an orthogonal basis of this null space. Then the praject
Based on Bayes’ Theorem, we get operation can be expressed as multiplyiQg andy, which
. o yields
P(Client C; does not transmit in roun
(Client G,  round) Qry = Qihyai + Qrw. (14)
__ P(Client G; does not transmit in|r € R,)P(r € R)
- P(r € Rs|Client C; does not transmit in round) Accordingly, thek-th stream can be decoded and then removed
1- %)PS(M, N) from Eq. (12). The AP will continue to decode tlle— 1)-th

= : (10) stream following a similar procedure.

/!
P, N —1) To characterize the resulting rates, note that in Eq. (14),
Substituting Egs. (7) and (10) into Eq. (4) gives Qw is still white noise, distributed aN(0, Nyl ). Let
Mp (M,N) P = E[||z||?] be the transmission power of each client, and
p=1- N(I_M)P\(M ik (11) B be the channel bandwidth, then the maximum data rate
1= W achieved by thé:-th concurrent client is

Wher_ePs(M, N) ?s calculated by Eqg. (6). Now we have two Ry = Blog,(1 + P||Qshy|[2/No), k =1,..., M. (15)
non-linear equations gf andr, i.e., Egs. (1) and (11). The
value ofr can be determined by solving these equations. We consider a time-varying i.i.d. Rayleigh fading channel
model, with coherence time as a transmission round, which
C. Transmission Rates means that each client's channel remains unchanged during
a round, but is independently variable between successive
transmission rounds. Leh; ~ CAN(0,1,), we can now
Blculate the average data rates of concurrent date streams
ccording to [1], the distribution ofQxhy is CAN(0,14,)

The transmission rates of concurrently transmitting ¢ten
depend on their channels and how they interact in t
decoding procedure. For the CSMA/CA-based MU-MIM
WLAN, the AP useszero-forcing with successive interfer- 9 0 !

. . and ||Qxhy||* is distributed asys;, , i.e., it is Chi-squared
ence cancellation (ZF-SICY to decodg theM 'ndependem.distributed with2d;, degrees of freeaom. This result also holds
data streams [1] [2] [4]. The decoding procedure COm"’urﬂr%e for the first contention winner, because when= 1

5 S 4
8The zero-forcing operation is also known as decorrelatointarference |y ] fOII_OWS the distributiony3,,. Accordingly, the average
nulling. transmission rate of thé-th concurrent data stream can be
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18!, 2M, 31 Ns time slots T1T2 period, there areV clients competing for the transmission
cc;r:ﬁg(tjign"\m N, time slots [~ T opportqnity, and each client transmits _in a ti_me_ slot _With
s = B clentc, VN Hf[ Ciient C, [SIFS probability 7. Thus N; follows a geometric distribution with

L i (Nae) : *ACK the paramete(l — ), i.e
| k=) Client Cs time slotsw ClientCy4 || *DIFS T
B o f W,
JI[JEl cientc; ~ /[ cientes I[E P(Ni=k)=(1-n)")*"0a-1-n"). (1)
A

A failed round, tsi successful round, tsyccess

Accordingly, we have

Number of failed rounds, Niaj

(1—-71)N

1—(1—7)N°
Fig. 7. lllustration of the transmission structure in a CSI@A-based MU- . . . . )
MIMO WLAN. During the j-th contention period, wherg > 2, there are

N —j+1 clients competing for thgth concurrent transmission
opportunity. However, all the contending clients must have

Virtual transmission time

E[Nige] = E[N1] = (22)

computed as nonzero backoff counters, for otherwise they would havenbee
+00 involved in the ongoing transmission and can no longer join
E[Ri] = Blogy(1+ Pz/No)fyz, (z)dz,  (16) thej-th contention. In other words, no client is able to win the

0 j-th concurrent transmission opportunity in the first timet sl

where f.z (-) denotes the PDF fox3,, distribution with of the contention period, i.e; > 1 for j > 2. Therefore,
k=1,2,..., M. the distribution ofN; is

P(N; =k) = (1 —7)N )11 — (1 —n)N-7+h) (23)

D. Saturation Throughput (i )= ) ;=L ) )

Saturation throughput refers to the network throughp
when clients always have data to transmit. To formulate é&, w E[N,] = 1

first introduce a concept calledrtual transmission time, as 1 — (1= 7)N—g+1°

define_d in [8]. It represents the time elapse between two CO,&'ésuming thatfZ[T:] is known, we can then use Egs. (20) and
secutive successful rounds (see Fig. 7). Ngt be the number (24) to compute the expectation of ottEJs in a recursive
of failed transmission rounds during the virtual transioiss manner. i.e

time andNge be the number of idle time slots between two
consecutive rounds. L&t; denote the transmission time of the E[Tj+1] = E[T}] — teny — 1 tqot
j-th concurrent client in a round, whegee {1,2,..., M}. ! ’ L= (1—7)N=
Then Nri, Nide, andT; are all random variables. Together Ajthough each time different clients are engaged in a
with the transmission rates in Section IlI-C, we can expreggnsmission round, how long a round lasts depends only on
the saturation throughput as the data time of the first client (Fig. 7). Theref3re

>0l B[R, E(T)
E[Ntaittail + tsuccesst (E[Nsil] + 1) E[Nidietsiot

where ti, tsuccess and tgiot are the time elapse of a failed
round, a successful round and an idle time slot, respegtivel Substituting Egs. (6), (16), (19), (22), and (25)—(27) into
According to the definition]Vi; follows a geometric distri- Ed. (17), with values oN, M, B, P/Ny, E[T1] as well as the
bution with parametet — P, (M, N), which is the probability value ofr calculated in the last subsection, we are now able
that a randomly chosen round fails, i.e., to compute the saturation throughpuof the uplink channel
in a CSMA/CA-based MU-MIMO WLAN.

Mv[herek >1and2 < j < M. Then its expectation becomes

(24)

(25)

) . @)

trail = tpry + E[T1] + DIFS. (27)

P(Nwit = k) = (1= Py(M, N))*Py(N, M), ~ (18)
where k = 0,1,2,..., then the average number of failede. Access Delay

rounds in a virtual transmission time is In this subsection the mean access delay is determined
1—Py(M,N) (19) for each client. The access delay is defined as the time
P,(M,N) experienced by a packet, from it first becoming the head of

In a successful transmission round, because the tram;gwittfhe gueue to the time it is transmitted successfully. Unhler t

clients are forced to end simultaneously, the time they spetaturation condition, all the clients have the same meaesacc
on data transmission can be calculated recursively as ~ delay. Letd denote the mean access delay of a given client,
say, Client G. Thend refers to the average time between

Tj+1 ="Tj —tpuy — Njt1tsiot, (20) client C;’s consecutively transmitted packets. According to

where tphy is the time needed to transmit a PHY headelr_:,q' (7), we know that Client Cneeds to wait an average

andN; (j € {1,2,..., M}) is the number of idle time slots of 1/P(Client G, transmits inr|r € R,) successful rounds

J M ; : . . . to join a successful round. Based on the concept of virtual
elapsing in thej-th contention period (see Fig. 7). Sind&ye J P
is the nymber of idle time slots t.)etween.two ConseFUt|VegThe propagation delay is normally too small compared withttial frame
rounds, it actually equals t&V;. During the first contention transmission time, so it is omitted here.

E[Ntail] =
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transmission time, we can then calculate the mean accesg del = Data rate Ry Antenna 2
as No tlmekslots 2 hy
E|Virtual transmission timle \ /
d= _ — . (28) h; h
P(Client G transmits inr|r € Ry) IZ - % 2
1 N
According to Egs. (7) and (17), we can get " >
Data rate Ry Q' Antenna 1
de E[Niailltsail + tsuccesst (F[Ntait] + 1) E[Nidie]tsiot (29)
M/N '

Fig. 8. A geometric interpretation di;, hs, and QQT.

Note that Client ¢'s packets are of varying sizes, which

depend on the dimension Client Gccupies in each successful

round. Therefore] corre]sVPonds to the transmission of a packéfe value of||Qzhs||? by assuming that itself is the second
with an average siz€) ", , E[R;]E[T}])/M. contention winner. Only the clients satisfying

. - |Qaha||* > T (31)
F. Opportunistic Transmission
are allowed to join the second contention, while others will

According to Section IlI-C, thek-th stream experiences ) .
g P defer their access until the next round. HéFeacts as a

interference from the previous— 1 concurrent clients. After

projectingh; onto the subspace orthogonal to the one spann@(ﬁeShOld' -
by hi,hs,... hy 1, the k-th stream achieves an SNR of To formulate the opportunistic MAC protocol, we can

P||Qih||?/No. When the transmission power is given, thémlt?w the saNme prhoce(éure 1as (_jlia\;]elﬁjped n r:he %rewous
concurrent transmission rate is fully determined|Qhy||, S# sbect||(or]1fs. an that Eq. (d)' St'h 0 S,\;[Ir:g ere elcause
which represents the effect of inter-stream interferefitee ¢ PAcKot mechanisms used in the two protocols are

value of [|Qxhy|| depends on the interaction of the channefgent'cal', . . .
of thek concurrent streams, and is always less than or equal tol© derive the condltlgnal chI|S|on probability, we need
[lh||, where equality is only achieved whén is orthogonal to calculate P,(M, N) first (with M = 2 and N' > 2),
to the span ohy, hy..... hy ;. WhICh represents the probability thaj[, in a network with

Considering a network where the clients fade indepegl-'ents’ a randomly chosen round is successful. Dgn

dently, we are then interested in an opportunistic transiomis enote. th_e number Of. cl|.ents that can contend the second
scheme: during theg-th contention periodj( > 2), if clients transmission opportunity in a successful round. Th’é,an. ,
with large concurrent rates, i.e., large values||6};h;]|, are is a random variable because of th(_a random_ness of c;hents
given high probabilities of winning the contention, therethChanne!S' De_noted _bpi"i” t_he probability that, given the f'rSt
total network throughput can be improved. In this subsecti&onte_nt'on winnet, 1.€., give®z, a randomly chosen client
we will model the saturation throughput and mean acce%‘%“snes Eg. (31), i.e.,

delay of a simple distributed opportunistic scheme for a 2- Pioin(T) = P(||Qahz]% > T|Qu). (32)
antenna AP scenario. Our modeling method can be easily h

generalized to scenarios with more antennas at the AP, Dilien N, follows a binomial distribution as

considering a simple two antenna case is enough to reveal the

influence of the threshold value on the network performance, P(Nigin = k) = (N - 1)pjlgm(1 — poin)V1F, (33)
as indicated in Section V-D. k

In Section IlI-C, we have shown that the maximum dat\ﬂ/herek =0,1,2..., N — 1. To computepjon, let 8 € [0, 7] be

rates of two concurrent streams are the angle betweeh; andh, in the antenna space, as shown
R, = Blogy(1+ P||lhi|[?/No), in Fig. 8. According to [4], we have

Ry = Blog,(1+ P||Qahs|[*/Noy), (30) 1|Qahz][? = |[ha||? sin(6). (34)

where Q, is a1 x 2 unit vector that is ortTh(_)gonaI . We assume thalffh||> and ¢ are independent random vari-
A geometric interpretation oh;, hy, and Q; is shown in  aples. We already know thghz||2 ~ x2. Assuming that is

Fig. 8. Similar to Section IlI-C, we consider a network whergniformly distributed in the interval0, 71|, Eq. (32) can then
the clients experience i.i.d. Rayleigh fading. The charofel pe computed as

each client remains unchanged during a round time, but is
independently variable between successive rounds. Asgumi pioin(T) = 1— P(||Qzhz|]* < T|Q2)
that h; ~ CN(0,13) for i = 1,2, then||Qzhz||? follows a = 1— P(||hz|]*sin*@) < T)
Chi-squared distribution with 2 degrees of freedom. oo T
1 —/ P(||hz||* = z)P(sin?*(0) < E)da:
0

The opportunistic MAC protocol that we will model works
as follows. In a transmission round, when a client wins the .
arcsm(\/T/gc)d

o0
first contention, each of the rest clients would then catetfla 1— / [ (@) 72 z, (35)
4
0 ™
10A client could learn its own channel through the reverse nbhrBesides, . C
according to [4], the first winner can put its own channel infation in its W_here fxﬁ(') denotes the PDF of a Chi-squared distribution
PLCP header so that other clients would be able to know it. with 4 degrees of freedom. Based on Egs. (35) and (33), we
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. TABLE |
can now calculate the probability of a successful round @s th  Nerwork PARAMETERS USED TO OBTAIN NUMERICAL VALUES

following expectation

N_1 Noo 1 Parameter Value

PNy = B [N =D NanTll 1) 2 - (g - 20
1—-(1—7)N  1—(1—7)Nen tPHyY us

SIFS 16 ps

where N > 2 and Njin = 0,1,2..., N — 1. In the case DIFS 34 ps
SR ; ACK 39 s

of Njgn = 0, when a successful round contains only one ACK fmeout 70 1is
stream,Ps(M, N_) reduces to the probabll_lty that only one E[TY] 2000 ps
client wins the first contention. Note that in Eqg. (33), when B 20 MHz
Pjoin @pproaches, i.e., when less restriction is given on who CPV{/NQ 122"75
can join the second contention, the valueg§i, would be CWonns 1023

approachingV — 1, and the above equation becomes the same
as the one defined in Eq. (6).

Eq. (8) still hold true here because it is formulated withoytccordingly, the average transmission time of the second
considering the detailed MAC protocol. Eq. (7) calculates t contention winner, i.e., Eq. (25), becomes
probability that Client ¢ shows up in a randomly chosen suc- 1
cessful round. Under the opportunistic transmission sehem E[Ty] = E[Ty] — tppy — E [—N} tsior.  (43)
in each round the number of clients that can join the second 1= (1 = 7) e
contention is limited. However, since the clients’ chasrezle Using the above results and following the same procedure
assumed to be independent for different rounds, in the loirgthe previous subsections of Section IIl, we are now able to
run, each client has an equal probability to join a succésstalculate the saturation throughput and mean access delay o
round and is able to transmit concurrently with any othehe opportunistic transmission scheme.
clients. Considering the special case/gfin = 0, we denote
po the probability that in a randomly chosen successful round, IV. M ODEL VALIDATION
no client contends for the second concurrent transmissio

L In this section comparisons between the analytical and
opportunity, i.e.,

simulation results are presented to validate our previoas a

po = P(Njoin = 0|1 € R). (37) ysis. It includes three subsections. In the first and second
subsections examples are shown that our analytical model
can closely predict the uplink throughput and mean access
delay of a wireless LAN. Two MAC protocols are simulated:

Then Eq. (7) is changed to

. L 2 1
P(Client G; transmits inr|r € Rs) = —(1 — po) + —po-

N N 38 a CSMA/CA-based MU-MIMO MAC and its opportunistic
. (38) variation. In the third subsection we discuss about the main
Using Eqs. (33) and (36}, can be calculated as limitations of our analytical model.
NT(I*T)Nil  \N-—-1
_ P(r € Rs and Njoin = 0) _ 1,(1,.,.)1\7_(1 — Dioin)
bo P(r € Rs) Ps(2,N) (3‘9) A. CSMA/CA-based MU-MIMO WLANs

The average transmission rate of the first contention winner/¥& useé MATLAB to simulate the uplink channel of a
is the same as that of the original MAC protocol, i.e., CSMA/CA-based MU-MIMO WLAN. Our event-driven sim-

oo ulation program contains all major components of the MAC
B[Ry = Blogy(1 + Pa/No)f, 2 (x)d, (40) protocol,_e.g., contention, PHY header, ACK, AQK timeout
0 4 and the interframe spaces. The program also simulates the

where f,2(-) denotes the PDF of a Chi-squared distributioRHY layer as described in Section III-C. Every client is
with 4 degrees of freedom. To compute the the secoAgsigned am x 1 channel vector, where: is the number
stream’s average rate, note that according to the oppsttclni_Of antennas at the AP. Each component of the channel vector

transmission scheme, the value|{@;h,||? falls in the range IS @n 1..d.CN(0,1) ran.dorn variable. The chapngl vectors are
of [T, o0). Since||Qahs]|% ~ x2, we have generated at the beginning of every transmission round and

- remain unchanged during a round time. The channel vectors
_ Jr Blogy(1+ Px/No) fyz(x)de (41) of a client for different rounds are independent.

E[Ry]

Jr frz(@)dz ’ The network parameters used to obtain numerical values for

) . ... .. both analytical model and simulation program are outlined

W_herefxg(-) denotes the PDF of a Chi-squared distributiop, oy, [, where the upper half values are defined by
with 2 degrees of freedom. 02.11 standards for OFDM PHY layer with 20 MHz channel

To compute the saturation throughput, note that since tg

number .Of _cllen(tjs cc:jm;;\e[tllng fﬁ.r rt]h_e secondd transmlbslsg lected according to the standards [7]. Note that our Hoaly
opportunity is reduced tVioin, Which Is a random variable , e s derived using the mean frame transmission time of

with distribution given by Eq. (33), we can then changgq fist ransmitter in a round, i.e5[T1], with no restrictions
Eq. (24) 10 on the probability distribution of’;. For simplicity, we only
consider the case of constdfit in the simulation program.
Besides, we set ACK timeout to B& us in the simulation

acing, and the lower half values are either calculated or

E[N;) =E [ﬁ] . (42)
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program, a value that is long enough to cover an SIFS a
ACK transmission. Unless otherwise specified, the numkric
values obtained in the rest of this paper are all based on 1
network parameters listed in Table I.

In Fig. 9 we plot the saturation throughput and mean acce
delay using both simulation (symbols) and analytical @ine
results. Different network configurations are considetbé:
number of antennas at the AP varies from 1 to 6 and tt
number of clients ranges from to 50. The figure indicates
that: 1) our analytical model provides a close approxinmatic
of the saturation throughput and mean access delay in
CSMA/CA-based MU-MIMO WLAN; 2) the accuracy of
the saturation throughput model degrades as the number
antennas at the AP increases, the reason for which is destus 1205 1-0 1-5 2-0 2-5 3-0 3-5 4-0 4-5 .
in Section IV-C. Number of Clients

o]
o

) IS
o )
Mean Access Delay (ms)

Saturation Throughput (Mbps)

B. Opportunistic Transmission Scheme Fig. 10. Saturation throughput and mean access delay ofppertunistic
transmission scheme: simulation (symbols) versus arsa(jises).

We modify the simulation program of the previous sub-
section to characterize the opportunistic transmissidreme

6 ;
of Section IlI-F. A network with a 2-antenna AP is con
sidered. Every client has 2 x 1 channel vector, with each < 531 = EZ; 1
component being an i.i.dCA/(0,1) random variable. The § 5f 1o
channel vectors remain unchanged for a round time a & 45}
are independent between successive rounds. When a cl § n
wins the first contention, every other client calculates i @
concurrent transmission rate and check whether its coacurr 5 331
rate is less than the threshaftllog,(1 + PT/Ny). If so, the @ 37
corresponding client stops decreasing its backoff counter 250
defers its access to the channel, until the current round.en 5

The saturation throughput and mean access delay are plo 20
in Fig. 10. Simulation (symbols) and analytical (lines)ui¢s Number of Clients
are compared for networks with sizes varying frdinto
50. The thresholdT is set as 0.5 and 1.5. Note that thdig. 11. Error that occurs when the analytical model is usee@stimate
y-axis for saturation throughput ranges from 120 to 1 2%;15:?&‘;”]\}“2”3“;”“; g‘[gl“]fe;e’jfoggeﬂir"z; j\‘?; 2 Zr’:g ggﬂ -
Mbps. Although differences exist between the simulatiod aggg ,s.
analytical saturation throughput, the error percentagleds
than 4%. Fig. 10 indicates that our analytical model can

closely estimate the network performance of the opportignisderivation of the analytical model (e.g., Eq. (6)), we siympl

transmission scheme. assume that in every round, there are(or more thanM if
collision happens) concurrent transmissions. This as§omp
C. Limitations and Discussions holds true with a high probability when the frame transnaissi

time is long, the number of antennas at the AP is small, and

In this subsection we would discuss the limitations of o% . . ) .
. . ; e number of total clients is large, which explains why the
analytical model. Reasons are provided to explain why the

. T accuracy of our model is high under these situations.
accuracy of our model varies with different parameters. . -
- . To make the above explanation more convincing, we change
As shown in Fig. 11, the accuracy of our saturation through-

. . ) taor from 9 pus to 1 ps and simulate the CSMA/CA-based
put model varies with respect to three parameters: fra 1 . . .
L . -MIMO WLANSs**. The contention window sizes are set
transmission time, the number of antennas at the AP, an

the number of total clients. The error percentage betwe&n CWnin = 511 and CWiax = 1023.' All other network.
. : ) . parameters are the same as those in Table |. Comparisons
simulation and analytical result is calculated |asmulation —

panalyical /psimuaion COMparing scenarios (a) and (b) scenariobsetween the simulation (symbols) and analytical (lineshits
analytical simulation ’ . . . .
(a) and (c) would reveal that our model is more accurate in t e prgse_nted in Fig. 12, with/ ranges from 7 to 20. This
case of long frame transmission time, and small AP’s anenngo ' © indicates that our model is extremely accurate_z even
Besides, the error percentage decreases as the numbe\fv%efn the AP has a large number of antennas. In this case

) . : . a successful round is ensured to haveconcurrent clients. If
clients grows. This fluctuation of accuracy can be explaaed there is a successful round with onflf— 1 concurrent clients
follows. Our analytical model does not consider the situati '

that there may be less thaf concurrent transmissions in athen all the other clients must have a backoff time longen tha

round, which happens Wher! none of goqtendlng cllenFs WiNiipiease note that this change is only for illustrative puepdisdoes not
the channel before the ongoing transmission ends. Duriag thply the existence of such an implementation in standaréless networks.
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Fig. 9. Saturation throughput and mean access delay farelift network configurations: simulation (symbols) veranalysis (lines).
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Fig. 12. Comparisons between the simulation (symbols) avadytical (lines) results by settingyo; = 1 us. Saturation throughput is shown in (a) while
the mean access delay is shown in (b).

E[Ty]— (M —2)tpuy. For E[T1] = 2000 ps,tpuy = 20 us, and CSMA/CA-based MU-MIMO WLAN is investigated in the

M = 20, this value is equal td640 us. However, a client’s first three subsections while performance of the opportignis

backoff time is always less thatilV,,,.«tsiot = 1023 ps. Since transmission scheme is analyzed in the last subsection.

1023 ps is smaller thar1640 us, it is impossible for a round As discussed in Section IV-C, our analytical model can

to have less tha/ concurrent transmissions. accurately characterize the network performance when the
As demonstrated by Fig. 12, our model can accuratetyimber of concurrent streams in a successful round equals

characterize a CSMA/CA-based MU-MIMO WLAN whenthe number of antennas at the AP, i.e., when all the AP’s

there are alway9/ concurrent clients in a successful rounddimensions are occupied. Therefore, performance analysis

This corresponds to the situation when all the dimensionsing our model can reveal the full influence of varying

at the AP are utilized by the concurrent streams. When thé’s antennas. To maintain a high accuracy when using the

number of concurrent streams are less than the maximpnoposed model, in this section we will focus on networks

number allowed, i.e., when the AP’s antennas are underwtith no more than 6 antennas at the AP.

lized, the saturation throughput would reduce. In otherdsor

our analytical model is able to characterize the maximuf Transmission Probability

saturation throughput that can be achieved by the current ARn Section 111-D the analytical throughputis derived as a

in a CSMA/CA-based MU-MIMO WLAN. function of the transmission probability and so is the mean
access delay in Section IlI-E. To highlight their dependence
V. NUMERICAL EVALUATION on 7, in this subsection we expregsas p(7) andd asd(r).

In this section the developed model is used to analyze theln Fig. 13, we plotp(r) andd(r) for M = 1,2,3,4,5,
network performance with respect to different paramefgne. N = 15, and = from 0 to 0.03. As shown in the figure,
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Fig. 13. Saturation throughput and mean access delay verfusdifferent numbers of antennas at the AP, with= 15 and E[T1] = 2000 us.

TABLE Il N .
THE MAXIMUM SATURATION THROUGHPUT AND MINIMUM MEAN ACCESS As shown in F'Q 9(b),d(M) decreasc_as as/ increases
DELAY ACHIEVED IN FIG. 13. from 1 to 6. This is mainly because with more concurrent
transmission opportunities, a client would have a largance
M__pmax (Mbps) Wo dnin (M) Wy to access the channel. However, since a transmission rdund o
i 65.07 312, 327 34.46 [302, 338 i - ' :
2 142.3 338, 384 17.82 [407, 487] M concurrent clients fails when any one of tfié clients
i gég-g 328’223 52232 ggg encounters a collision, the failure probability of a round
5 3615 344, 363 7559 (666, 689] increases a3/ grows. Therefored(M) decreases slowly and

would finally increase at a larg#/ .

In Fig. 14(a), we plotp(M) for E[Ty] = 2000 and 4000
p(T) is maximized at a certain transmission probabiﬁw /LS W|th N = 30. Saturation throughput aChieVed W|th ﬁxed
Similarly, d(7) achieves its minimum whenreaches a certain backoff parameters((Wi,i, = 127 and CWiax = 1023)
valuer,. Note thatr is an indication of clients’ willingness in IS depicted in solid lines, while the maximum saturation
transmitting during a slot time. Whenis small, few clients throughput achieved at the optimal backoff parameters is
tend to transmit in a time slot, so a large amount of time &0wn in dashed lines. As shown in Fig. 14¢#))/) increases
wasted by idle time slots. Whenis large, the probability that M increases from 1 to 6. Lekp(M) denote the the amount
two or more clients transmit in the same time slot is high, & increased throughput when one more antenna is added to
the collision probability is large. Both cases would leadato the M-antenna AP. In Fig. 14(b) we plakp(M) under the
small saturation throughput and a large mean access delag@me scenarios as in Fig. 14(a).

Since 7 is the solution of two nonlinear equations (i.e., Fig. 14 indicates two things. First, the throughput is high
Egs. (1) and (11)), whef/, N are giveny is fully determined With a largeE[T], mainly because the data transmitted during
by the backoff parameters, i.€Win and CWynax. There- virtual transmission time is large when the frame transioiss
fore, based om, and7;, we can obtain the optimal backofftime is long. Second, the throughput gain of adding more
parameters, which corresponds to the maximum through@tennas at the AP decreasesMisgrows large. The reasons
and minimum access delay. For simplicity, consider a specg{e threefold.
backoff strategy that employs constant window size, i.e.,« The frame transmission time of th#&/-th concurrent
CWinin = CWhax. EQ. (1) then becomes: = 2/(W + 1), client (i.e.,Ths) decreases ag3/ increases. As shown
whereW = CWy, + 1. Using this simple relation between in Fig. 3, transmission time is wasted by the contention
7 and W, optimal contention window sizes can be found. As  periods in a round. The number of idle time slots during
shown in Table 11,IW, andW; represent the optimal backoff the contention can be reduced by choosing suitable
window size$? corresponding t@,,, ., andd,,;,, respectively. backoff parameters. The resulting throughput increase is

indicated by the dashed lines in Fig. 14.
o The date rate achieved by the-th stream (i.e.,Rys)
B. Number of Antennas at the AP decreases for a larg@/. According to the decoding
procedure (Fig. 6), th&/-th stream is decoded while the
previousM — 1 streams are treated as interference. The
rate reduction due to interference can be avoided if the
concurrent streams have orthogonal channel gains, which

12pye to the precision limitation of MATLAB, in the tablé/, (W) would can hardly happen in a pure random acceSS.M_AC pro-
be represented as intervals instead of a single value. tocol. However, we can consider an opportunistic MAC

In this subsection the influence of AP’s antennas is eval-
uated. For conveniencg,andd are expressed ag M) and
d(M).
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Fig. 14. (a) Saturation throughput versus the number ofnaate at the AP for differenE/[T1]s, with N = 30. The solid lines denote the saturation
throughput wherC'Wy,i,, = 127 and CWmax = 1023. The dashed lines correspond to the optimal saturatiorugfmout evaluated at the optimal backoff
parameters. (b) The throughput gain of adding one antentizetourrent AP. The solid lines and dashed lines are cagtlilahder the same scenarios as (a).

protocol, which gives clients with larger concurrent rates £ 35
higher probabilities to join the ongoing transmission. A > 30t
simple opportunistic transmission scheme is modeled i 8 5t
Section IlI-F and is analyzed in Section V-D. 2 ool
o A large M means a large chance for a round to fail, § ‘ -
. < 15f-- - Number of clients:
since any one of thé/ concurrent streams encounters Z 5 15. 20. 25
a collision would result in transmission failure. The 3 10y N
increased probability of a failed round is also a reaso 50 o 1 15 5 o5 3
for the decrease ohp(M) as M grows. Threshold T

@)

C. Network Sze

The network size refers to the total number of clients in thi
network, which is previously denoted A& In this subsection
we focus orp(N) andd(NN). As shown in Fig. 9(a)p(N) first
increases and then decreasesgVagrows large. The reason is
straightforward: whenV is small, the number of concurrent
clients in a successful round is limited by (see Eq. (2));
when N is large, the number of clients that contend for eacl

160¢

150}

1401

130t/ - - Number of clients:

Saturation Throughput (Mbps)

concurrent transmission opportunity is large, resultingai : 5,15, 20, 25

large collision probability. Howd varies with respect tav 120 s s s

can be found in Fig. 9(b). Given the number of antennas 0 05 1 L5 2 25 3
the AP, the mean access deldyincreases with\V due to Threshold T

increased collision probability. ()

Fig. 15. Mean access delay (above) and saturation througbelow) versus
threshold for the opportunistic transmission scheme irti@ed!I-F.

D. Threshold

In this subsection we will analyze how the threshdid
affects the network performance in the opportunistic trangases. In Fig. 15(b) we plot(T) for different network sizes.
mission scheme. In Section IlI-F, a network with a 2-antenrd1e saturation throughputtends to first increase witli' and
AP is considered. In every transmission round only clientsen decrease aftéf reaches a certain value. This inverted
with concurrent rates larger thaBlog,(1 + PT/Ny) are al- U-shaped curve can be seen f§r= 5 whenT goes from 0
lowed to contend for the concurrent transmission oppotyunito 3. The relationship off and p versusT can be explained
When T = 0, the opportunistic scheme is just the originapy the following reasons.

CSMA/CA-based MU-MIMO transmission scheme. « As T increases, a network would obtain two benefits.
In Fig. 15(a) we plotd(T) when the number of clients The first benefit is an increased data rate of the second
are 5, 15, 20, and 25. As shown in the figudejncreases stream, as indicated in Eqg. (41). The second benefit is

slowly with T for N = 5 while decreases slowly for other a reduced collision probability, since a larferesults
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in a smaller number of contending clients in the secoriine of each concurrent stream, the collision probabiiy
contention period. The two benefits would drive théhe concurrent transmission rates. Modeling and analytiag
saturation throughput to increase with Besides, the network performance by overcoming the two difficulties is th
reduced collision probability leads to a reduced virtuahain contribution of this paper.
transmission time (Fig. 7), which is the cause for the Over the past years, many efforts have been made to
decreased mean access delay. improve the throughput of MU-MIMO networks by selecting

« AlargeT would degrade the network performance. Whea subset of users to perform concurrent transmissions.i-Mult
T is large, the average number of clients that can contenser selection algorithms are proposed for both the downlin
for the concurrent transmission (i.&%[Njoin]) is small. [15] and uplink MU-MIMO systems [16]. Joint user/antenna
According to Eq. (43), the average transmission time gklection algorithms are investigated in [17]. Most of the
the second stream (i.eE[T5]) would then reduce. An proposed algorithms are centralized, in which a schedsler i
extreme case would be that no client contends for tlassumed to have the clients’ channel information. In thggepa
concurrent transmission, i.&Vjoin = 0. In that case]» is we consider a simple distributed opportunistic scheduling
equal to 0, which corresponds to the worst case since ageheme, where users contend for the concurrent transmis-
of AP’s degrees of freedom is wasted. The probability &fion opportunities only when their concurrent rates argelar
no contending clients in the second contention period énough. We model and analyze its throughput and delay by
high when the network size is small, which explains whgonsidering both PHY and MAC layer influences.
the network performance loss is prominent whén= 5.

VII. CONCLUSION
VI. RELATED WORK

: ; this paper we modeled and investigated the saturation
Many studies have been performed to design and analy én
a wireless network that enables multiple concurrent tr@smﬁ{&?%ﬁkﬁd T}ean alt_:cess dela;qlof aESMNCA'%afed PI:/IU'
sions in the uplink. In [9], Zhengt al. propose and analyze a » where clients are allowed to contend for the

RTS/CTS-based MAC protocol that supports multiple pack(e‘?ncurrept t_ransm|SS|on oppo_rtunmes. We also consitiere
reception (MPR) in a WLAN. The proposed protocol iSS'.mpIe distributed opportunistic transmission ;chemeerwh
extended in [10], where adaptive resource allocation anB?MIgl'e_nts are able 1o join the ongoing transmlssmns_only when
are jointly considered through a cross-layer frameworkLIj their concurrent rates exceed a threshold. Analytical nsode

and [13], Jinet al. compare the network performance of singlewere developed to characterize the network performandeeof t

user MIMO and MU-MIMO schemes in the uplink WLAN transmission schemes. Comparisons between simulation and
where MU-MIMO transmission is enabled when multipi@nalytical results were conducted to demonstrate the ityalid

clients win the contention at the same time. Throughpfﬁ ourtanatl_ynca:L mOdﬁl' I?y rr(;e?ﬁs of the analytmzl Imodel,
tradeoff between downlink and uplink in an MU-MIMO basecﬁ € S? urta(;on_th roug p,l:t aP € mea? accSess _f_e;y were
WLAN is investigated in [12]. In [14], Yoot al. develop and Investigated with respect to four parameters. Specificalty

implement a CSMA-based scheme that enables simultanezf?ﬁgmIzed the netwqu performance over the backoff Wmd(.)W
concurrent transmissions in an ad hoc network. sizes, the network sizes, and the threshold of the oppattani

Despite the many previous research efforts on the des ﬁnsmission scheme. We found that the throughput gain from

and analysis of MU-MIMO schemes in the uplink, a key diff dding one antenna at the AP reduc_es_ as th(_a total number
ference exists between the MU-MIMO transmission scheme; antennas grows. Performance variations with respect to
that are analyzed in previous research and the one we h rent parameters were ana!yzed th.orou-ghl_y. .

analyzed in this paper. In the previous schemes, concyrOU" modeling and analysis prgwde insights |nto_ the
rent streams are transmitted at the same time by differé;‘l MA/CA-based MU-MIMO transmission scheme. Besides,

clients, i.e., their transmissions staynchronously. However, the developed theoretical model offers a helpful tool fdufa

in the CSMA/CA-based MU-MIMO WLAN of Section II, study of the CSMA/CA-based MAC protocols that allow
clients are allowed to join the ongoing transmission oneraftconcurrent transm|SS|o_ns. For the oppolrtunlsnc trarrs_mns
another, resulting irasynchronous concurrent transmissions.SChem?’ future wgrk includes developing an algorithm to
This asynchronous characteristic results in two diffiegltin determln_e the optimal thres_hold_s for the concurr_ent rates.
performance modeling and analysis. The first difficulty is aﬁnother important research direction would be to build aenor

increased complexity in performance modeling. Taking tfENeral model by considering the situations when the number
conditional collision probability as an example, if concurrent©! concurrent transmissions is less than the maximum number

transmissions are synchronous, theis simply calculated as

the probability that the number of concurrent streams gear REFERENCES

than the maximum number allowed (See’ €.g., _Eq- (20) of [?1] D. Tse, P. ViswanathFundamentals of Wireless Communication, Cam-

Eqg. (13) of [11], and Eq. (3) of [14]). However, in the case of bridge, UK: Cambridge University Press, 2005.

asynchronous concurrent transmissions, the derivatignisf [21 K. Tan, H.Liu, J. Fang, W. Wang, J. Zhang, M. Chen, and G\lker,
licated indicated in Section I1I-B. The second SAM: enabling praqncal spatial multiple access in wisdeLAN,” in

more complicated, as Indicated in o : _ Proc. 2009 ACM MobiCom, pp. 49-60.

difficulty is an increased complexity in performance anslys [3] K. C.-J. Lin, S. Gollakota, and D. Katabi, “Random accheterogeneous

As indicated in Section V, when discussing how differeng MIMO networks,” in Proc, 2011 ACM SGCOMM, pp. 146-157.
. ZH)W. L. Shen, Y. C. Tung, K. C. Lee, K. C.-J. Lin, S. Gollakpfa. Katabi,

pgrameters _ mﬂuenc_e _the network performance, we h_ave. and M. S. Chen, “Rate adaptation for 802.11 multiuser MIM@wvaeks,”

jointly consider their impacts on the average transmission in Proc. 2012 ACM MobiCom, pp. 29-40.



14 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, ACCEPTED FOPUBLICATION

[5] G. Bianchi, “Performance analysis of the IEEE 802.11riisted coordi-
nation function,”lEEE J. Sal. Areas Commun., vol. 18, no. 3, pp.535-547,
Mar. 2000.

[6] G. Bianchi and I. Tinnirello, “Remarks on IEEE 802.11 D@érformance
analysis,”|EEE Commun. Lett., vol. 9, no. 8, Aug. 2005.

[7] Local and Metropolitan Area Networks—Specific Requiesits Part 11:
Wireless LAN Medium Access Control (MAC) and Physical LagieHY)
Specifications)EEE Sd 802.11, 2012.

[8] F. Cal, M. Conti, and E. Gregori, “Dynamic tuning of the IEEE 802.11
protocol to achieve a theoretical throughput limitEEE/ACM Trans.
Netw., vol. 8, no. 6, pp. 785-799, Dec. 2000.

[9] P. X. Zheng, Y. J. Zhang, and S. C. Liew, “Multipacket rptien
in wireless local area networks,” ifProc. 2006 |EEE International
Conference on Communications, pp. 3670-3675.

[10] W. L. Huang, K. B. Letaief, and Y. J. Zhang, “Cross-layaulti-packet
reception based medium access control and resource @lodat space-
time coded MIMO/OFDM,"|EEE Trans. Wireless Commun., vol. 7, no. 9,
pp. 3372-3384, 2008.

[11] H. Jin, B. C. Jung, H. Y. Hwang, and D. K. Sung, “Perforro@an
comparison of uplink WLANs with single-user and multi-usétMO
schemes,” irProc. 2008 |EEE Wireless Communications and Networking
Conference, pp. 1854-1859.

[12] H. Jin, B. C. Jung, H. Y. Hwang, and D. K. Sung, “A througiip
balancing problem between uplink and downlink in multitus&MO-
based WLAN systems,” ifProc. 2009 |IEEE Wireless Communications
and Networking Conference.

[13] H. Jin, B. C. Jung, and D. K. Sung, “A tradeoff betweengéruser and
multi-user MIMO schemes in multi-rate uplink WLANSIEEE Trans.
Wireless Commun., vol. 10, no. 10, pp. 3332-3342, 2011.

[14] S. Yoon, |. Rhee, B. C. Jung, B. Daneshrad, and J. H. KiBmritrabass:
concurrent transmissions without coordination for ad hetworks,” in
Proc. 2011 IEEE INFOCOM, pp. 1134-1142.

[15] Z. Shen, R. Chen, J. G. Andrews, R. W. Heath, and B. L. Evadow
complexity user selection algorithms for multiuser MIMOs&ms with
block diagonalization,”|EEE Trans. Sgnal Process., vol. 54, no. 9, pp.
3658-3663, 2006.

[16] B. Fan, W. Wang, Y. Lin, L. Huang, and K. Zheng, “Spatialiltiruser
pairing for uplink virtual-MIMO systems with linear receix’ in Proc.
2009 |EEE Wireless Communications and Networking Conference.

[17] R. Chen, Z. Shen, J. G. Andrews, and R. W. Heath, “Multmo
transmission for multiuser MIMO systems with block diaglzstion,”
IEEE Trans. Sgnal Process., vol. 56, no. 7, pp. 3294-3302, 2008.

[18] S. Wu, W. Mao, and X. Wang, “Performance analysis of mand
access multi-user MIMO wireless LANs,” iRroc. 2013 |EEE Global
Communications Conference.

Shanshan Wureceived the B.S. degree in Electrical
and Computer Engineering from Shanghai Jiao Tong
University (SJTU), Shanghai, China, in 2011 and
the M.S. degree in Electronics Science and Tech-
nology from SJTU in 2014. She was an exchange
student at the University of Hong Kong, China, in
2010. Her current research interests include rateless
coding schemes, multi-user MIMO systems, two-
way relaying techniques, and their applications in
wireless communications and networking.

Wenguang Maoreceived the B.S. degree in Electri-
cal and Computer Engineering from Shanghai Jiao
Tong University (SJTU), Shanghai, China, in 2011
and the M.S. degree in Information and Communi-
cation Engineering from SJTU in 2014. His current
research interests include random access MAC pro-
tocols, physical-layer cooperative coding schemes,
software-defined radios, as well as mobile applica-
tions in smart phones and wearable computers.

Xudong Wang s currently with the UM-SJTU Joint
Institute, Shanghai Jiao Tong University. He is a
distinguished professor (Shanghai Oriental Scholar)
and is the director of the Wireless and Network-
ing (WANG) Lab. He is also an affiliate faculty
member with the Electrical Engineering Department
at the University of Washington. Since he received
the Ph.D. degree in Electrical and Computer En-
gineering from Georgia Institute of Technology in
August 2003, he has been working as a senior re-
search engineer, senior network architect, and R&D

manager in several companies. He has been actively involveR&D,
technology transfer, and commercialization of variouseless networking
technologies. His research interests include wirelesstoamication networks,
smart grid, and cyber physical systems. He holds severahfsabn wireless
networking technologies and most of his inventions haventmescessfully
transferred to products. Dr. Wang is an editor for IEERANSACTIONS ON
VEHICULAR TECHNOLOGY, Elsevier Ad Hoc Networks, and ACM/Kluwer
Wireless Networks. He was also a guest editor for several journals. He was
the demo co-chair of the ACM International Symposium on Nlid Hoc
Networking and Computing (ACM MOBIHOC 2006), a technicabgram
co-chair of Wireless Internet Conference (WICON) 2007, angeneral co-
chair of WICON 2008. He has been a technical committee memberany
international conferences and a technical reviewer foremons international
journals and conferences. Dr. Wang is a senior member of |&ftEwas a
voting member of IEEE 802.11 and 802.15 Standard Committees



