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Abstract—As full-duplex wireless communication evolves into a
practical technique, it will be built into communication nodes in
many application scenarios. However, it is difficult to do so for
legacy communication nodes. Thus, full-duplex communication
nodes will coexist with half-duplex communication nodes in the
same application environment. In this paper, a wireless local area
network with a full-duplex access point (AP) and half-duplex
clients is studied, and a media access control (MAC) protocol
called asymmetrical duplex (A-Duplex) is developed to support ef-
ficient coexistence between half-duplex clients and the full-duplex
AP. A-Duplex explores packet-alignment-based capture effect to
establish dual links between the AP and two different clients.
In this way, the capability of a full-duplex AP can be utilized
by half-duplex clients, which leads to much improved network
throughput. Moreover, to ensure fairness of the MAC protocol, a
virtual deficit round-robin algorithm is proposed for the AP to se-
lect appropriate half-duplex clients for dual-link setup. A-Duplex
does not require any change in the physical layer of half-duplex
clients; only an update of MAC driver is necessary. Thus, it is well
suited for coexistence between half-duplex clients and a full-duplex
AP. Both analysis and simulations are conducted to evaluate per-
formance of A-Duplex. Results show that it improves the through-
put by 48% and 188% and reduces the average packet delay
by 26% and 22%, as compared to the IEEE 802.11 Distributed
Coordination Function with and without RTS/CTS, respectively.
Moreover, the throughput remains steady as the number of clients
grows. A-Duplex also maintains a high level of fairness.

Index Terms—Medium access control, full-duplex communi-
cation, wireless LAN, coexistence between full-duplex and half-
duplex communications.

I. INTRODUCTION

FULL duplex wireless communication is evolving into a
more practical technique [1]–[5]. In [1], three antennas are

used to achieve about 30 dB antenna cancellation. Combined
with path loss attenuation, analog cancellation and digital can-
cellation, this design can achieve about 100 dB self-interference
cancellation within 5 MHz bandwidth for IEEE 802.15.4. In
[2], Balun cancellation is leveraged for an improved design
of self-interference cancellation, in which only two antennas
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are used. With the help of path loss attenuation and digital
cancellation, about 110 dB cancellation can be achieved within
20 MHz. In [3], an additional transmitting chain is added to
generate an invert analog signal to cancel the self-interference.
So far the best design is given in [4], where only one antenna is
used to achieve almost perfect self-interference cancellation for
full duplex WiFi radio. In this design, a passive circuit is first
used to achieve 60 dB self-interference cancellation and then
both linear and nonlinear digital cancellation are used to cancel
the remaining self-interference. In [5], a balanced cancellation
circuit is designed for RF front-end. This design can achieve
60 dB cancellation at the RF front-end. On the other hand, it
can be integrated with the design in [4] to further improve the
self-interference cancellation. Full duplex can nearly double
the capacity of a point-to-point communication link and thus
significantly improves the spectrum efficiency. However, to
fully leverage the capability of full duplex communications in
a network, an efficient media access control (MAC) protocol
plays a critical role.

So far a few MAC protocols have been proposed to support
full duplex communications [6]–[9], but they assume that all
nodes in the network are equipped with full duplex radios.
However, in many application scenarios full duplex and half
duplex radios have to coexist in the same network for two main
reasons. First, despite fast progress in the development of full
duplex radios, challenges still remain when applying full duplex
radios to nodes such as smart phones or laptops. For example, in
[1]–[3], [5], all radios need more than one antennas to achieve
full duplex communications, and the distance between antennas
are more than 20 cm. In [4], only one antenna is needed,
but implementation of the circuit is rather complicated. These
factors make it difficult for a smart phone or personal digital
assistant (PDA) to adopt a full duplex radio. Second, many
legacy devices only support half duplex communications. It is
fine to replace a legacy AP by a full duplex AP, but replacing
all legacy devices by full duplex ones is neither economical
nor acceptable. Thus, coexistence between full duplex and half
duplex communications becomes indispensable. For example,
supporting a wireless LAN with a full duplex AP and half
duplex clients is extremely meaningful for the next generation
WiFi networks.

In this paper, we study a full duplex wireless LAN where
the AP supports full duplex communications but all clients
are half duplex nodes. The full duplex AP is assumed to have
perfect self-interference cancellation [4]. Since all clients have
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Fig. 1. A wireless LAN with a full duplex AP.

no capability of full duplex communications, only asymmetric
dual links can be utilized to boost network throughput. For
example, as shown in Fig. 1, while Client A sends a packet
to the AP, the AP sends a packet to another client (e.g., Client
C). In [6], asymmetric dual links (i.e., A → AP → C) do not
allow collisions at both receivers, i.e., the signal from Client
A does not interfere Client C. However, such a condition
cannot be easily satisfied in a wireless LAN, so the capability
of the full duplex AP cannot fully utilized. In order to fully
leverage the capability of the full duplex AP, we develop a
novel MAC protocol to explore capture effect at the client side
to improve opportunity of full duplex communications in a
wireless LAN. Capture effect [10]–[12] means, when a receiver
receives two colliding packets, the stronger one can still be
decoded correctly. For example, Client A and Client B may
not be hidden to each other, but a packet from Client A to the
AP may not corrupt the packet from the AP to Client B, due
to capture effect at Client B. In this situation, capture effect is
utilized to form full duplex communications at the AP, even
though Clients A and B are not hidden from each other.

The performance of capture effect can be significantly im-
proved through alignment of two colliding packets. To leverage
packet-alignment for better capture effect,1 there are two op-
tions: 1) the desired packet is sent first; 2) the interfering packet
is sent first. In either type, if the preamble of the first packet
does not collide with the second packet as shown in Fig. 2, it
is relatively easy for the first packet to be decoded correctly.
However, it is rather difficult to decode the second packet (This
case is also called message in message (MIM) in [13]). For
example, under the basic rate in IEEE 802.11a, the first packet
can be decoded when its signal strength is 0 dB stronger than
that of the second packet [12]. If we want to decode the second
packet correctly, the signal strength of the second packet need
to be 11 dB stronger than that of the first packet [12].

However, the asymmetric dual links supported via capture
effect may not always improve the network performance. When
asymmetric dual links are established (e.g., A → AP → C),
the transmission rate from the AP to Client C is lower than
that in the half duplex case since Client C is interfered by
Client A. Thus, the transmission time of the packet from the

1If successive interference cancellation (SIC) is taken into account, then
packet alignment is not necessary. However, the client side consists of legacy
nodes, so any change to the physical layer is infeasible. Thus, SIC is not
considered in this paper.

Fig. 2. Capture effect without collision in preamble time.

AP to Client C will be longer than that in the half duplex
case. The concurrent transmission in dual links can save some
time; however, if the transmission time from the AP to Client
C is much longer than that of the packet from Client A to the
AP, the dual links may reduce the throughput. In other words,
the capture effect can help establish dual links but it cannot
ensure throughput improvement. As a result, to better utilize the
capture effect in a wireless LAN with a full duplex AP and half
duplex clients, the MAC protocol must take into account three
requirements: 1) the packet from the AP needs to be transmitted
first; 2) the received signal strength of the packet from the AP
to a client is stronger than the interference from the packet sent
from another client to the AP; 3) the AP needs to choose a
client with a proper transmission rate to establish dual links so
that throughput can be improved. To this end, the AP needs
to collect relative signal strength between nodes to build an
information map from which clients can be properly selected
to establish dual links effectively. In this paper, a dynamic
information update scheme is designed to establish such a map.

Thanks to the asymmetric dual links, our MAC protocol sup-
ports efficient co-existence between a full duplex AP and half
duplex clients, so it is called asymmetrical-Duplex (A-Duplex)
in this paper. A-Duplex not only improves the throughput but
also reduces packet delay. Simulation results show that the
throughput is improved by 48% and 188% as compared to
IEEE 802.11 DCF [14] with RTS/CTS and without RTS/CTS,
respectively. The packet delay is reduced by 26% and 22%,
respectively.

A-Duplex is distinct with several features. First, it leverages
packet-alignment based capture effect to establish asymmetric
dual links so as to fully utilize the capability of the full duplex
AP. As a result, throughput is improved effectively as compared
to the case of only using the hidden nodes to establish dual
links. Second, a map of signal-to-interference ratio (SIR) is
built at the AP; based on this map asymmetric dual links are
established to take advantage of capture effect. The SIR map
can be updated dynamically to capture the variable network
environment. Third, a virtual deficit round robin algorithm is
developed for the AP to select a downlink in dual link setup,
which improves fairness of the MAC protocol. Finally, no
physical layer change is needed at legacy nodes; only MAC
driver update is needed. To the best of our knowledge, this is
the first MAC that holds these features.

The rest of the paper is organized as follows. Related work is
introduced in Section II. The protocol design of A-Duplex is de-
scribed in Section III. Detailed procedures of establishing dual
links in A-Duplex are elaborated in Section IV. The fairness
issue is studied in Section V. Simulation results are presented in
Section VII. Compatibility and practicality issues are discussed
in Section VIII. The paper is concluded in Section IX.



TANG AND WANG: MAC FOR EFFICIENT COEXISTENCE BETWEEN FULL- AND HALF-DUPLEX COMMUNICATIONS 5873

II. RELATED WORK

A. Capture effect

In random access, if more than one frames are transmitted
concurrently, collision occurs. However, it does not always
destroy all the frames. If the receiving power of one of the
colliding frames is larger enough than that of the other, then
the receiver can decode this frame correctly. Such a process
of receiving a frame from colliding frames is called capture
effect. The physical layer model for capture effect has been
explored by various experiments in [10]–[12], [15]. Usually
if the stronger frame comes earlier than other frames, it is
easier to decode this frame since the receiver has already been
synchronized with the first frame. However, if a weaker frame
comes first, MIM is needed to decode the stronger frame. In
this case, since the receiver has been synchronized with the
weaker frame, the signal strength of the stronger frame must
be much larger than the weak one so that the receiver can re-
synchronize with the stronger one to utilize capture effect [12],
[13], [16]. Since the receiver takes a certain amount of time
to achieve synchronization, even if the stronger frame arrives
earlier, it is necessary to make sure the lead time is sufficient. In
[12], the experimental results show that even two frames come
at the same time, capture effect may still succeed in 802.11a
networks. However, if the first frame is earlier by a preamble
time, the success probability of capture effect can be improved,
because a clean preamble is helpful to conduct synchronization
and channel estimation.

So far the work in [12] provides the best model for capture
effect in 802.11a networks. It provides the measurement-based
SIR capture thresholds for all the 802.11a bit rates.

B. Full Duplex MAC

So far there exist a few MAC protocols that support full
duplex communications [6]–[8]. In [6], both symmetric and
asymmetric dual links are considered. A set of symmetric dual
links are formed by two nodes transmitting signal to each other
simultaneously. An example is the link (A → AP → A) shown
in Fig. 1. A set of asymmetric dual links are established by three
nodes in a two-hop setup, such as the links (B → AP → C)

shown in Fig. 1. In [6], the MAC protocol mainly explores
symmetric dual links to improve network throughput, and in the
asymmetric case (e.g., links (B → AP → C) in Fig. 1), dual
links can be established only under the following conditions:
a) the uplink transmission (B → AP) does not collide with the
downlink transmission (AP → C) at the Client C; b) the AP
transmits to Client C later.

In [7], a reservation based MAC protocol was developed for
a network where all nodes have full duplex radios. All nodes are
allocated with some time slots by the AP. In this MAC protocol,
asymmetric dual links are allowed even for non-hidden nodes.
For example, dual links A-AP-C in Fig. 1 are allowed even
if they are not hidden nodes, since the interference by Client
A is small at Client C. In this scheme, AP first collects the
interference information of clients and then schedules the trans-
mission order according to the interference relationship. How-
ever, packet-alignment based capture effect are not considered

Fig. 3. Dual link establishment. (a) The “AP-shorter” scenario: the transmis-
sion time of the packet from the AP to B is shorter than the packet transmission
time of the other link plus a preamble time. (b) The “AP-longer” scenario: the
transmission time of the packet from the AP to B is longer than the packet
transmission time of the other link plus a preamble time.

in this scheme. Thus, the performance of capture effect is
limited. For example, in the basic operation mode (i.e., lowest
rate with robust modulation/coding), the SIR needs to be 10 dB,
which is consistent with [12]. If packet alignment-based capture
effect is leveraged, then 1 dB SIR is sufficient [12]. For other
modes (i.e., higher rate), the situation is similar.

In [8], the MAC protocol addresses the exposed terminal
problem in a full duplex network. It adopts the pseudo-random
noise (PN) sequence-based signatures to identify the concurrent
links on-the-fly and explore the chance of exposed transmis-
sions. As a result, the throughput of a full duplex network can be
improved. The protocol also assumes all nodes have full duplex
capability.

III. MAC PROTOCOL DESIGN

In this section, a MAC protocol called A-Duplex is designed
for a wireless LAN where the AP has full duplex capability, but
all clients can only work in the half duplex mode. To utilize
full duplex capability in this wireless LAN, asymmetrical dual
links need to be established. As explained before, to explore
capture effect in an efficient way, the packet from the AP to a
client needs to start first. However, since a client is in the half
duplex mode, once it detects such a transmission, it considers
the channel busy and cannot start a second link with the AP.
To resolve this issue, an RTS/CTS mechanism is added into the
MAC protocol to start dual links where the AP-to-client link
can be started first. As shown in Fig. 3, the procedure to set up
a full duplex link always starts with an RTS frame by a client.

Three cases are considered below. When a client gets the
channel via the RTS frame, two cases need to be considered:
1) the AP can send a packet to another client to establish dual
links; 2) the AP does not have a packet for another client. The
third case is that the AP acquires the channel first. Note that
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RTS is only initiated by a client, so the AP does not generate
any RTS frame but responds to a client’s RTS with a CTS frame.

The first case is shown in Fig. 3. Client A first transmits
an RTS frame to the AP. When the AP finds that it has a
suitable packet for Client B, it replies a CTS frame to Client
A and then transmits the packet to client B immediately. Note
that in each frame there is a field in the MAC header called
duration, which is used for other nodes to update the network
allocation vector (NAV) value. When Client A receives the CTS
frame, it finds out that the duration in the CTS frame is longer
than its duration. Thus, Client A knows that the AP intends
to establish dual links. It then transmits the packet to the AP
after a certain delay, which is at least longer than a preamble
time. The delay time can be computed by Eq. (2). There are
two scenarios in this case. If the transmission time of the packet
from the AP to Client B is shorter than the packet transmission
time of the other link plus a preamble time, as denoted by the
“AP-shorter” scenario in Fig. 3(a), then the AP transmits a
busytone signal to ensure two transmissions finish at the same
time. Otherwise, as denoted by the “AP-longer” scenario in
Fig. 3(b), Client A delays its transmission for enough time such
that two transmissions finish simultaneously. When Client A
and the AP finish their transmissions, Client B first returns an
ACK frame to the AP and then the AP returns an ACK frame
to Client A upon receiving the ACK frame from Client B. To
ensure correct operation of A-Duplex, the duration in RTS and
CTS needs to be computed properly. Since in the beginning
Client A does not know whether or not the AP will establish
dual links, it computes the duration as if the AP does not set up
dual links. In case that the AP does not set up dual links, the
duration field in the RTS frame works exactly as that in the half
duplex case. If the AP does set up dual links, it just uses the
duration in the RTS frame to compute the duration of the CTS
frame as explained below. Since the AP’s transmission covers
all clients, the duration field in the CTS frame can gracefully
protect the transmissions between Client A and the AP. As a
result, the duration in RTS frame is computed as

DurationRTS = 3TSIFS + TCTS + T1 + TACK, (1)

where TSIFS is the Short Inter-Frame Spacing (SIFS) time, TCTS

is the time of CTS frame, TACK is the time of ACK frame, and
T1 is the time of data packet to the AP. With the duration from
RTS, the AP computes the duration in CTS as follows. In the
case of Fig. 3(a), the duration in CTS is computed as

DurationCTS = DurationRTS − TCTS − 2TSIFS + Tp + TACK,

where Tp is the preamble time. In the case of Fig. 3(b), the
duration in CTS is computed as

DurationCTS = T2 + TSIFS + 2TACK,

where T2 is the transmission time of the packet from the AP to
Client B. When A receive the CTS frame, it decides the delay
time according to

Delay = DurationCTS − T1 − TSIFS − 2TACK . (2)

Fig. 4. An example showing no dual links.

The delay for Client A serves two purposes. First, for a legacy
node, when it finishes a data packet transmission, it waits a fix
time for ACK. If no ACK is received after the preset timeout, it
starts the retransmission procedure. Second, the delay ensures
the packet to Client B is sent first and its preamble can be
protected without interference.

In the above procedure, Client A in Fig. 3 waits a time
period of TSIFS + TACK before it receives its ACK. This time
period is longer than Distributed Coordination Function Inter
Frame Spacing (DIFS) time. Thus, the ACK may collide with
the packet from the other client. In our design, the CTS frame
can solve this problem. The duration in CTS covers the entire
period of the above procedure, so all other clients receiving the
CTS frame update the NAV value according to the duration in
the CTS frame. As a result, the ACK from the AP can also be
protected.

In the second case when the AP has no packet for a client,
the operation procedure is shown in Fig. 4. When AP finds no
suitable packet for all other clients, it only replies a CTS frame.
From the CTS frame, Client A finds out that the duration in CTS
frame is the same with its duration. Thus, Client A knows that
the AP will not establish dual links, so it only delays an SIFS
time and then starts a packet transmission. When the packet is
received correctly, the AP returns an ACK to Client A.

In the third case, the AP may get the channel first by sending
a data packet without RTS/CTS exchange. No dual link can
be set up in this case for two reasons. First, a client does
not support full duplex communications, so symmetrical dual
links cannot be formed. Second, clients cannot decide among
themselves about which one can start asymmetrical links to
explore capture effect. If the decision is done by the AP, then
the queue status as well as the length of the first packet in
queue of each client must be reported to the AP. To avoid such
complexity, dual link setup is ignored in the third case.

In A-Duplex, the RTS/CTS frame exchange procedures ful-
fill the following functions. Firstly, from the RTS frame, the AP
knows exactly which client is about to send a packet and then
decides how to establish dual links with another client. In [6],
the AP transmits packet to another client to establish dual links
when it decodes the header of the received packet. However, if
the packet is transmitted by OFDM symbols such as in 802.11a
network, the AP cannot decode the packet header to get the
transmitting client address until it receives the whole packet.
Secondly, the RTS/CTS mechanism guarantees that the packet
from the AP to Client B is transmitted first and the preamble of
the packet is not interfered by the packet from Client A to the
AP. Thus, Client B can decode the packet more easily through
capture effect. Thirdly, the RTS frame contains signal strength
information that can be used by the AP to select a proper client



TANG AND WANG: MAC FOR EFFICIENT COEXISTENCE BETWEEN FULL- AND HALF-DUPLEX COMMUNICATIONS 5875

to set up a dual link. Details of this function are explained in the
next section. Fourthly, ACK frames in dual links are protected
via the duration in RTS/CTS frames (i.e., the NAV mechanism).

A-Duplex may experience two types of collisions. In the first
type of collisions, more than one clients send an RTS to the
AP. Without correct reception of an RTS, AP does not reply
a CTS frame. As a result, the competing clients know that
collision happens and do not start data packet transmission.
In the second type of collisions, the AP starts a transmission
simultaneously with an RTS frame from a client. Since the
AP can simultaneously transmit and receive, it can find out
collisions while it is transmitting. In this case, the AP stops
transmitting immediately and let the client’s RTS frame pro-
ceed, so the client can still contend the channel successfully.

IV. ESTABLISHMENT OF ASYMMETRICAL DUAL LINKS

The critical step of setting up dual links is to ensure capture
effect to be properly utilized. For example, if dual links (from A
to AP and from AP to C) are to be set up, the AP needs to make
sure that the signal strength at Client C is stronger enough than
interference from Client A according to the transmission rate. In
other words, the AP needs to find out the signal-to-interference
ratio (SIR) for Client C and decides the transmission rate based
on the SIR value. To this end, it is necessary for the AP to build
an information map of SIR for all clients. In what follows, such
an information map is called the SIR MAP.

A. Establishment of SIR MAP

The SIR MAP contains the SIR information of all clients.
Considering Clients A and B in a wireless LAN, SIR at Client
A given the interference from B can be represented by SIR of
B to A. Thus, if a wireless LAN has 3 clients: clients A, B, and
C, then SIR map table must have 6 items such as SIR of B to A,
C to A, A to B, C to B, A to C, and B to C, because there are 6
different scenarios of interference between two clients.

To measure the SIR value experienced by a client, two values
are needed: the signal strength from the AP and that from the
interfering client. However, an AP cannot get such information
by itself, so it has to rely on clients to collect such information.
When the AP transmits a packet to a client (e.g., Client B), the
client can get the signal strength of this on-going transmission.
When another client (e.g., Client A) transmits a packet to the
AP, the current client (i.e., Client B) can also get the inter-
ference strength by overhearing the packet. Since we make no
change to the physical layer of legacy nodes, the signal strength
that can be collected in the MAC layer is the Received Signal
Strength Indicator (RSSI) when a client succeeds in receiving a
packet in the MAC layer.

MAC layer messages are used to support SIR measurements
at clients and help build the SIR MAP at the AP. As explained
in the previous section, when a client (e.g., Client A) accesses
the channel, it first transmits an RTS frame to the AP. All
other clients who receive this RTS frame record the interference
strength. After receiving the RTS frame, the AP replies a CTS
frame and records this client address. All other clients update
the signal strength from AP according to the CTS frame, and

then they compute the SIR value with the two recorded values:
the signal strength from the AP and interference strength. In
the next round of RTS/CTS/Data/ACK, if one client (e.g.,
Client B) contends the channel successfully, it transmits its
recorded SIR value via the RTS frame to the AP. Since the
AP records which client (i.e., Client A) started the last round
of RTS/CTS/Data/ACK, it knows that the SIR value carried
in the RTS frame is the SIR of a new client (i.e., Client B)
given the interference from Client A. Thus, it updates such
an SIR value (of A to B) in its SIR MAP. If the same client
contends the channel successfully, the SIR value is ignored.
As explained in the protocol design, the AP may contend the
channel successfully. In this scenario, all clients just update
the signal strength from the AP and recompute the SIR value.
If the AP continuously gets the channel, all clients update the
SIR value until a client contends the channel successfully. Since
then, the above procedure is followed to record or update the
SIR value in the AP’s SIR MAP. By building up SIR MAP, the
AP can have a dynamic view of SIR for each client.

In the MAC layer, RSSI information is only available when
a MAC packet is received. Given a client, in order to detect
signal strength from an interfering client, it needs to get the
RTS frame from the interfering client. To achieve this goal,
we use the basic rate to transmit the RTS frame so that other
clients can rely on this frame to detect strength of an interfering
signal. This approach is effective for two reasons. First, in a
wireless LAN the transmit power of an RTS frame is usually
set the same as that of a regular data packet. Second, an RTS
frame uses the basic rate for transmission, so it can mostly cover
the large area of a wireless LAN. In case a client can sense
a busy channel but cannot receive an RTS frame, it relies on
a CTS frame to get RSSI. More specifically, when the client
receives a CTS frame, it can conclude that there was an RTS
frame before. Thus, the client can use the minimum required
signal strength for decoding an RTS frame to approximate the
interference signal strength.

As for the collision case, all clients can find out whether a
collision happens via RTS/CTS exchange. More specifically, if
a client does not receive a CTS frame from the AP after receiv-
ing an RTS frame from a client, it knows collision has happened
and thus skips updating its interference signal strength.

Due to channel fading, an instantaneous SIR value cannot
always accurately reflect the channel quality very well. Thus,
when the AP updates the MAP table, it cannot simply substitute
the value. Instead, a moving average strategy is necessary. One
easy approach is to use the average of the most recent values.
However, this demands the AP to store too many SIR values.
For example, if we want to get the average of 5 SIR values, AP
needs to stores 5 SIR values for each client. In order to reduce
the storage of AP, a simple moving average scheme is given as
follows:

SIRNew = SIROld × (1 − θ) + SIRupdate × θ, (3)

where θ is a weight factor from 0 to 1, the value SIROld is from
the current SIR MAP, SIRUpdate is newly learned from frame
exchange, and SIRNew is the new SIR in the MAP. With this
scheme, the AP only needs to store one SIR value for each
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Fig. 5. RTS frame structure.

client. However, if θ is too small, the SIR cannot reflect the
change of the channel in time. Thus, we need to find a suitable
θ for a specific environment, as discussed in performance
evaluation.

From the establishment procedure of SIR MAP, we know
that the SIR stored in the MAP is not the real time SIR.
Thus, when the AP uses this SIR information to establish dual
links, the capture link may fail. From the simulation results
in Section VII-B2, we know that the failure rate is less than
20%, which reveals that the SIR is not perfect but is effective
to capture dual-link opportunities. When capture effect fails in
dual links, the receiving client cannot successfully receive a
packet from the AP. Thus, the AP will retransmit the packet
later, which is acceptable. However, if we try to achieve 100%
success rate for the capture link, the AP needs to collect the real
time SIR of all clients for all dual links, which will lead to very
high overhead. In contrast, the overhead from setting up the SIR
MAP in A-Duplex is small.

B. RTS Frame Structure and SIR Values

Since the SIR value is sent in an RTS frame, we make a
slight change to the RTS frame in the IEEE 802.11 standard. As
shown in Fig. 5, we add one byte in the RTS frame. The first bit
is used to indicate the sign of the SIR, i.e., 0 represents positive
and 1 represents negative. The last 7 bits give an absolute
SIR value. Since 64 dB SIR is enough for a practical system
and considering a granularity of 0.5 dB, all SIR levels can be
represented by 7 bits (i.e., from level 0 till level 127).

C. Setup of Asymmetric Dual Links

When the AP receives an RTS frame from a client, it needs
to select a client for downlink transmission so that dual links
are set up. The basic condition to set up such a downlink is
that the capture effect at the selected client exists, i.e., the SIR
at the selected client must exceeds a capture threshold. How-
ever, this basic condition is insufficient to ensure throughput
improvement. For example, when Client A uses the highest rate
to send packet 1 to the AP, the AP may establish a downlink and
send packet 2 to Client B with the lowest rate. If the payloads of
the two packets are the same, then the time needed by packet 2
is much longer than packet 1. As a result, the dual links will
decrease the throughput. Thus, when AP sets up dual links,
it needs to make sure dual links can improve the throughput.
One solution is that the AP chooses the client such that the
overall transmission rate of dual links is higher than the case of
a single link in half duplex communications [17]. This problem
can be viewed in another way. The packet sent from the AP to
Client B under dual-link setup leads to the cost of additional
transmission time. If the additional time is less than the time
needed for sending the packet in the half duplex link from the

AP to Client B, then the throughput can be improved. When the
AP transmits a packet to a client, the transmission time TAP is
given by

TAP = Tdata + TSIFS + TACK + TDIFS, (4)

where TDIFS is the DIFS time and Tdata is the data frame time.
When a client gets the channel and AP does not establish dual
links as shown in Fig. 4, the transmission time TA is given by

TA = TRTS + 3TSIFS + TCTS + T1 + TACK + TDIFS, (5)

where T1 is the time of data packet to the AP. However, when
the AP establishes dual links in the “AP-shorter” scenario in
Fig. 3(a), the transmission time TA1 is given by

TA1 = TRTS +2TSIFS + TCTS +Tp + T1 +2TACK +TDIFS, (6)

where Tp is the preamble time. If the AP establishes dual links
in the “AP-longer” scenario in Fig. 3(b), the transmission time
TA2 is given by

TA2 =TRTS + 2TSIFS + TCTS + T2 + 2TACK + TDIFS, (7)

where T2 is the transmission time of the packet from the AP to
Client B. Note that, in both “AP-shoter” and “AP-longer”, the
transmission time of the packet from AP to Client B (i.e., T2) is
determined by the corresponding capture rate, which is further
determined by the SINR. Thus, when the AP establishes the
downlink for dual-link setup, it is necessary that the additional
time Tadd (i.e., Tadd = TA1 − TA or TA2 − TA) is less than TAP.

Considering the case of “AP-shoter” in Fig. 3(a), from
Eqs. (5) and (6) we get

Tadd = TA1 − TA = Tp − TSIFS + TACK .

Thus, we know that Tadd < TAP can always be satisfied in this
case. In the case of “AP-longer” in Fig. 3(b), from Eqs. (5) and
(7) we get

Tadd = TA2 − TA = T2 − T1 − TSIFS + TACK .

Thus, Tadd < TAP is not always guaranteed. To ensure through-
put improvement, the AP needs to make sure Tadd < TAP is
satisfied when selecting a downlink for dual-link setup. The AP
can set a condition Tadd ≤ TAP/β to improve the throughput,
where β ≥ 1. Note that β needs to be determined properly;
a larger β potentially increases throughput, but the condition
of dual-link setup cannot be easily satisfied. To satisfy both
the basic condition and the condition of Tadd ≤ TAP/β, our
protocol takes the following procedure to select a client for
downlink transmissions: 1) determine a set of clients that satisfy
the capture threshold; 2) from this set of clients, select the client
that meets the requirement of Tadd ≤ TAP/β.
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Fig. 6. An example of the fairness issue.

V. FAIRNESS: THE VIRTUAL DEFICIT

ROUND ROBIN ALGORITHM

When selecting a client for the downlink of dual-link setup,
the AP prefers clients that have more hidden nodes or are closer
to the AP, which favors throughput improvement. However, a
fairness issue arises. An example is shown in Fig. 6, where
there are 4 clients in the network. When Clients A or B gets
the channel (for uplink transmission), the AP can establish dual
links with Client C or D, which is called a dual-link chance.
When Client C gets the channel, the AP can establish the
downlink with any of three other nodes. However, when Client
D gets the channel, only half duplex link is allowed, i.e., the
AP cannot select any other client to set up the downlink for
dual-link setup. As a result, Client D has more chances of
receiving packets from the AP, which leads to unfairness in
downlink.

On the other hand, for each chance the throughput improve-
ment is also different. For example, when Clients A or B gets
the channel, the AP can select either Client C or D for dual
links. However, since Client D is very close to the AP and has
higher SIR than Client C, more throughput improvement can
be achieved if the AP choose Client D for dual links. The same
situation can occur when Client C gets the channel. As a result,
if the AP wants to achieve higher throughput improvement,
Client D is the best choice to get the chance each time, which
makes the fairness worse. Thus, there exists a tradeoff between
fairness and throughput.

Fairness in channel access can be defined in different ways.
In this paper, it is evaluated on the channel access time [7], i.e.,
the channel access time of a downlink is expected to be equal
for all clients.

In order to improve fairness, two mechanisms are considered.
First, when the AP accesses a channel for data transmission, its
internal queueing system gives a higher priority to clients that
have a lower chance of being selected for dual-link setup, e.g.,
Clients A and B in Fig. 6. Second, when the AP establishes a
downlink during dual-link setup, it also gives a higher priority
to clients that have a lower chance of being selected for dual-
link setup. To fulfill the above two mechanisms, the AP needs
to look into the dual-link setup chances for each client and then
balance the utilization of these chances. To this end, a virtual
deficit round robin algorithm is developed for the AP to select
an appropriate client for downlink transmission.

For a network with variable packet transmission time, the
deficit round robin algorithm [18] can achieve fairness with low
complexity. More specifically, during round robin, whether or
not a client can get a chance is determined by a time parameter

called deficit. The value of deficit for Client k at round n,
denoted by Tk(n), is updated as

Tk(n) = quantum + Tk(n − 1) I(n − 1), (8)

where I(n − 1) is 1 if the deficit is not enough to transmit
the packet in the previous round or 0 if the queue becomes
empty, and quantum is a constant number. If the deficit Tk(n)

is insufficient to send a packet from the AP to Client k, then
the AP turns to Client k + 1. If the deficit Tk(n) is enough to
transmit a packet, then Client k can be selected in round n. After
a packet is sent, the transmission time is deducted from Tk(n).
This process is repeated until the deficit Tk(n) is insufficient for
sending another packet.

However, due to capture effect, the above algorithm is not
applicable to client selection for downlink transmission. For
example, when the AP finishes its transmission to Client A, it
gives the downlink chance to Client B according to round robin.
However, if Client A gets the channel successfully, then the AP
can only give the downlink chance to Client C or D for dual-
link setup, as selecting Client B does not satisfy the condition
of capture effect. Thus, the deficit round robin scheme is not
working in this case. To this end, a virtual deficit round robin
algorithm is developed. It works with the following procedures:

a) When the AP contends the channel successfully, it follows
the deficit round robin scheme to send a packet. After
each transmission, it needs to find and record the next
client according to the deficit. Suppose the Client k is
the recorded next client in deficit round robin. After this
packet transmission, if the remaining deficit is enough to
send another packet, Client k is still recorded as the next
client. Otherwise, the deficit round robin goes to Client
k + 1. If the deficit of Client k + 1 is enough for a packet,
Client k + 1 is recorded as the next client. If the deficit
is insufficient, Client k + 2 is considered. This process is
repeated until a client with enough deficit is found and is
recorded as the next client.

b) If a client wins the channel access, the AP needs to select
a client for downlink transmission by considering capture
effect. In this case, it does not follow the order of deficit
round robin, but it still relies on the deficit to select a
client. More specifically, the AP selects the client that
has the maximum deficit among all clients that satisfy
the capture condition. After the downlink transmission,
the deficit is deducted by the time that is needed when
half-duplex communication is conducted. The reason for
deducting such a time is to make sure the deficit is updated
consistently with case a). As a result, winning a downlink
transmission in full duplex communications by a client
will give more opportunities to other clients including
those that cannot participate in asymmetrical dual links.
It is possible that the client selected by the AP is the one
recorded as the next client in case a). In this situation, the
AP needs to find a new next client in the similar way as
done in case a).

It should be noted that the AP in case b) does not check
if the deficit is enough to transmit the packet, so the deficit
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can become negative after it is deducted by the downlink
transmission time. Even after it is updated according to Eq. (8),
it may still be negative. As a result, even if the procedure in case
a) is similar to the deficit round robin algorithm, the deficit can
be negative. When the AP in case a) finds a client has negative
deficit, it just skips this client to the next one. Actually we can
set a limit to the negative value of the deficit. In other words, if
the deficit of a client is not enough for a packet transmission (by
considering the negative limit), the client cannot be selected in
case b). This limit improves fairness, but results in loss of dual
link chances. Thus, fine-tuning such a limit provides a tradeoff
between fairness and throughput.

We call our scheme a virtual deficit round robin scheme for
several reasons: 1) Although the deficit is updated in the same
way as that in the deficit round robin algorithm, the deficit in
case b) is not used in a round robin way; 2) The deficit in cases
a) and b) can be negative; 3) Since the round robin order is
not strictly followed (due to exploring dual links via capture
effect), perfect fairness like deficit round robin cannot always
be ensured.

VI. PERFORMANCE ANALYSIS

In this section we analyze saturation throughput of A-Duplex
to study its throughput improvement over 802.11 DCF. “Satu-
ration” means the AP and clients always have packets for trans-
mission. In [19], the performance of 802.11 DCF is analyzed
via a Markov model. The same analysis can be adopted here,
but two major differences in A-Duplex need to be considered.
First, when a client and the AP collide, the client can still get
the channel successfully due to full duplex capability at the AP.
Second, capture effect exists in A-Duplex.

In a practical system, the Markov chains of the AP and
clients can be different since the contention windows for them
are different. We set the minimum contention window W0 and
maximum 2m0W0 for the AP and the minimum contention
window W and maximum 2mW for clients. Following similar
Markov chain analysis in [19], we can get the transmission
probability Pt for a client in a slot as

Pt = 2

1 + W + pW
∑m−1

i=0 (2p)i
, (9)

where p is the conditional collision probability for a client. In
A-Duplex, a successful transmission from a client occurs when
one of the clients gets the channel no matter whether the AP
gets the channel or not. Thus, p is given by

p = 1 − (1 − Pt)
N−1, (10)

where N is the number of clients.
In the same way, we can get the transmission probability Pt0

for the AP in a slot as

Pt0 = 2

1 + W0 + p0W0
∑m0−1

i=0 (2p0)i
, (11)

where p0 is the conditional collision probability for the AP and
is given by

p0 = 1 − (1 − Pt)
N, (12)

as the AP transmits successfully when all clients keep silent.
Following [19], the throughput S is defined as the fraction of
time for successfully sending payload bits. It can be calculated
as follows

S = (PA + Pc + PcPca)E{Lp}
(1 − Ptr)Tslot + PATs1 + PcTs2 + PcPcaTadd + PcolTc

,

(13)

where the parameters are defined as follows. Ptr is the prob-
ability of transmission from at least one node. PA and Pc are
defined as the probability of successful transmission at the AP
and a client, respectively. Pca is the average conditional capture
probability, and Pcol is the collision probability. Ts1 and Ts2
are the average time of successful transmission for the AP and
for a client, respectively. Tadd is the additional time for capture
effect, as defined in Section IV-C. Moreover, Tc is the collision
time and E{Lp} is the average payload size in a data frame.

The above equation reflects that the throughput is contributed
by three components, i.e., data transmission from the AP to
clients without utilizing capture effect, data transmission from
clients to the AP, and data transmission from the AP to clients
with capture effect, but it must exclude overhead from RTS,
CTS, ACK, etc. Such overhead is captured by Ts1 and Ts2 as
follows
⎧⎪⎨
⎪⎩

Ts1 = E{TAP} = E{Tdata} + TSIFS + TACK + TDIFS

Ts2 =E{TA}=TRTS+3TSIFS+TCTS+E{Tdata}+TACK +TDIFS

Tc = TRTS + TDIFS.

(14)
Since there are N clients and one AP, Ptr is given by:

Ptr = 1 − (1 − Pt0)(1 − Pt)
N . (15)

When all clients keep silent and only the AP sends packet, the
AP sends packet successfully. Thus, PA is given by:

PA = Pt0(1 − Pt)
N . (16)

The client transmits packet successfully when only one of the
clients transmits no matter whether the AP keeps silent or
active. Thus, Pc is given by:

Pc = NPt(1 − Pt)
(N−1). (17)

The collision probability is given by:

Pcol = Ptr − PA − Pc. (18)

The average conditional capture probability Pca is asso-
ciated with the capture threshold, i.e., Pca decreases as the
capture threshold increases. Considering a propagation model
with deterministic power attenuation and Rayleigh fading, the
instantaneous power P is exponentially distributed as:

fp(P) = 1

P0
e
− P

P0 ,P > 0, (19)

where P0 is the received local-mean power and is determined
by P0 = Ar−nPtx, where Ar−n is the deterministic path-loss
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law [20], n is the path loss index (usually with a range 2 − 4),
Ptx is the transmit power at the transmitter, and r is the distance
between the transmitter and the receiver. We assume A, n, and
Ptx are the same for all nodes. To guarantee success of capture
effect, the SIR needs to exceed the capture threshold z. In our
design, the SIR (γ = Pu/Pi) at a client u is the ratio of signal
power from the AP over that from an interfering Client i. The
conditional capture probability is given by [21]

Pca(γ > z|i) = 1

1 + z(ri/ru)−n
, (20)

where ru is the distance between the AP and the receiving client
u, and ri is the distance between the interfering client i and
the receiving client u. Considering the clients are uniformly
distributed around the AP, the probability density function
(PDF) of ru is given by

h(ru) = 2ru, 0 < ru ≤ 1. (21)

The PDF of ri is calculated by [22]

h(ri) = 1

2

1

B(2, 2.5)

ri

2

(
1 − ri

2

) 3
2
, 0 < ri ≤ 2, (22)

where B(·, ·) is the Beta function. The approximate average con-
ditional capture probability can be computed as follows [22]:

Pca =
1∫

0

2∫

0

h(ri)h(ru)

1 + z
(

ri
ru

)−n dridru. (23)

From the above equation we know that Pca is determined by
the capture threshold z, and z is determined by the capture link
rate. As explained in Section IV-C, setting up a dual link needs
to check an additional condition, i.e., Tadd ≤ TAP/β. If the β

is set larger, then the threshold z is higher, which means it
demands a higher capture link rate. When the link rate and data
frame length are variable, it is difficult to derive a closed-form
relationship between β and z. However, given a fixed link rate
and data frame length, the value of z can be determined from
β as follows. First, the allowed additional time is determined,
i.e., Tadd = TAP/β, where TAP = TS1 since link rate and data
frame length are fixed. Following that, the transmission time of
the capture link T2 is determined as T2 = Tadd + T1 + TSIFS −
TACK , where T1 is the transmission time for data frame in half
duplex link. Since the link rate and the data frame length are
fixed, T1 is also a fixed value. With T2 and the data frame
length, we can get the transmission rate of downlink. Finally,
the capture threshold z is determined by the transmission rate.

Substituting Eqs. (14)–(18) and (23) into Eq. (13) and let
Tadd = Ts1/β, we can derive the throughput. Note the above
derivation assumes the maximum additional time that satis-
fies Tadd ≤ TAP/β, so the derived throughput is the minimum
throughput that can be achieved by our protocol.

Fig. 7. The probability of collision.

Fig. 8. The probability of successful transmission.

VII. PERFORMANCE EVALUATION

In this section the performance of A-Duplex is first evaluated
based on a protocol model, and then a physical model is used
to evaluate A-Duplex in a more practical setup.

A. Performance Results Based on the Protocol Model

We set the minimum contention window to 32 for both the
AP and clients and the maximum contention window to 128
for the AP and 1024 for clients. The collision probabilities
(Eq. (18)) of our protocol and 802.11 DCF are shown in Fig. 7,
where the result of 802.11 DCF follows the analysis in [19].
The probability of successful transmission (PA + Pc given by
Eqs. (16) and (17)) are shown in Fig. 8. Thus, the collision
probability of A-Duplex is lower than 802.11 DCF and the
successful transmission probability is higher than 802.11 DCF,
which leads to higher throughput in A-Duplex even if the
capture effect is not considered as shown in Fig. 9. However,
without capture effect, the improvement over 802.11 DCF with
RTS/CTS is small.

To evaluate the saturation throughput, the system parameters
are selected according to Table I. We set the link rate to
18 Mbps. We set β = 2.2. Considering the requirement of
Tadd = TAP/2.2, the link rate considering capture effect needs
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Fig. 9. The throughput results under the protocol model.

TABLE I
PARAMETERS USED IN SIMULATIONS

to be 12 Mbps. To support such a rate, the capture threshold
is 5 dB [12]. From Eq. (23) we can get Pca = 0.4371. Both
simulation (marked by symbols) and analytical (represented by
line) results of throughput are shown in Fig. 9. From these
results, we know that: 1) The analytical model is valid, as simu-
lation results are consistent with analytical results; 2) A-Duplex
improves throughput by 23% and 24% over 802.11 DCF with
RTS/CTS for 5 clients and 40 clients, respectively, and 24%
and 54% over 802.11 DCF without RTS/CTS for 5 clients and
40 clients, respectively.

B. Performance Results Based on the Physical Model

1) Physical Model Setup: The physical model simulation is
conducted in Matlab. In addition to throughput, other perfor-
mance metrics such as fairness, packet loss, and packet delay
are also considered in performance evaluation. The system
parameters are given in Table I except that link rate, capture rate
(i.e., the link rate under capture effect), and capture threshold
are determined dynamically. The clients are set in a wide area
uniformly distributed around the AP. We consider a propagation
model with deterministic power attenuation and Rayleigh fad-
ing. Thus, the channel is a time varying channel. However, we
assume that the channel only changes between packets, i.e., the
channel parameters remain the same during the transmission of
each packet.

TABLE II
THE MINIMUM REQUIRED SNR FOR A CLEAN CHANNEL (γ1 (dB))

AND THE MINIMUM SIR FOR CAPTURE EFFECT (γ2 (dB))

The path loss in the channel model is given by

PL(d) = PL(d0) + 10 × n × log(d/d0) [dB],
where we set d0 = 1 m and n = 3, and let PL(1) = 48 dB to re-
flect the indoor environment. Moreover, the minimum required
SNR to decode different modulation and coding schemes for
a clean channel (γ1 (dB)) and the minimum SIR for capture
effect (γ2 (dB)) are given in Table II, where γ1 is adopted from
[23] and γ2 is from experimental results in [12].

The rate adaptation scheme adopted in our simulation is
ARF [24]. More specifically, when a client misses an ACK
three times consecutively, its transmission rate moves to the
next lower level. When a client succeeds in 5 consecutive
transmissions or the rate is not changed over 10 times, the
transmission rate rises to the next higher level. The capture rate
is determined according to the SIR MAP table. Note that the
AP does not establish dual links when the SIR MAP is empty
in the beginning.

2) Saturation Throughput and Fairness: To conduct exper-
iments, we first need to determine an appropriate value for θ

in Eq. (3). Since it is hard to find an optimal value for θ in a
practical system, we consider discrete values of θ = 1/n, (n =
1, 2, 3 · · · ) and then determine a proper value of n. When we
set n = 1, which means the new SIR value is the latest updated
value SIRnew = SIRupdate, the successful transmission ratio of
dual links is about 55%. When we set n = 3, the successful
ratio increases to 80%. However, when we increase n further,
little improvement can be achieved. As a result, we set n = 3 in
the following simulations.

In the first set of experiments, 10 clients shown in Fig. 10 are
considered, and 40% clients (s1, s2, s3, s4) have hidden nodes.
The frame length is set to 1500 Bytes. In this scenario, 8 cases
are simulated and compared as shown in Table III. The first
case is that all clients and the AP transmit packets based on the
802.11 DCF without using RTS/CTS. The second case is the
same as the first case except that RTS/CTS is enabled. The third
case is our MAC but setting no limit to the additional time Tadd.
The fourth case is that the AP only establishes dual links with
hidden nodes. The next three cases study the performance of
A-Duplex when the parameter β is set to 1, 2, and 3, respec-
tively. The last case is that the AP always chooses the client with
the best capture rate to establish dual links. As shown in Fig. 11,
if we set no limit to Tadd (i.e., case three), the throughput is
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Fig. 10. A typical topology with 40% hidden nodes.

TABLE III
THE EXPLANATION OF THE 8 CASES IN THE FIRST SET OF EXPERIMENTS

even lower than that of case one and case two, because some
dual links lead to lower transmission rate. When the AP only
establishes dual links with hidden nodes (i.e., case four), the
throughput is improved by 16% and 6% as compared to case
one and case two, respectively. However, with capture effect,
the throughput of case six can be improved by up to 39% and
26% as compared to case one and case two. The throughput of
case six (β = 2) is a little higher than that of case five or case
seven. The reason is as follows. β of case five is lower than
that of case six, so the average transmission rate of dual links
in case five is lower than case six. However, for case seven, the
average transmission rate of dual links is higher than case six
but the capture probability is lower, which leads to a little lower
throughput than case six. The throughput of the last case is the
highest, since the AP establishes dual links with a client with
the best capture rate.

We consider fairness of downlink transmissions among all
clients with respect to transmission time. Jain index [25] is used
to measure the fairness. The results are shown in Table IV.
In case one and case two, the deficit round robin algorithm
is applied, so perfect fairness is achieved. From case three to
case eight, the virtual deficit round robin algorithm is applied.
In case three, the throughput is the lowest, but perfect fairness
can be achieved. The reason is that, without setting a limit
on Tadd, most clients can be selected by the AP for dual-link
setup, so the virtual deficit round robin algorithm works like
the deficit round robin algorithm. In case eight, the highest
throughput is achieved, but the fairness is lowest, because no
fair scheduling is considered in downlink transmissions. In
case four, neither throughput nor fairness is satisfactory. In

Fig. 11. The throughput in a wireless LAN with 40% hidden nodes.

TABLE IV
THE SHARE TIME OF DOWNLINKS FOR EACH

CLIENT FOR THE CASES IN FIG. 11

case four, only hidden nodes are selected for dual-link setup.
When the virtual deficit round robin algorithm is applied, it is
possible that the default round robin order is changed but no
proper client can be selected for dual-link setup, which leads to
poor performance in both throughput and fairness. This result
indicate that the virtual deficit round robin algorithm is not fit
for case four. However, as explained in the end of Section V, we
can set a limit to the negative deficit to improve the performance
of case four. In cases five to seven, the virtual deficit round robin
algorithm works effective, as both hidden nodes and capture
effect are considered in dual-link setup, so high performance is
achieved in both throughput and fairness.

In the second set of experiments, we evaluate throughput
with respect to the number of clients. For each number of
clients, we create 50 random topologies and calculate the aver-
age throughput among all these topologies. β is set to 2, which
is shown to be a proper value in the first set of experiments.

In the first case, we set the data frame length to 1500 Bytes.
As shown in Fig. 12, the throughput of 802.11 DCF without
RTS/CTS decreases as the number of clients grows, since
collisions occur more frequently. The throughput of 802.11
DCF with RTS/CTS is stable even if the number of clients
increases. In comparison, A-Duplex achieves stable and much
higher throughput. For example, considering 25 clients, our
MAC protocol improves throughput by about 48% and 188%
as compared to the 802.11 DCF with RTS/CTS and without
RTS/CTS, respectively. We also simulate the scheme proposed
in [6] where only the historical information is used to search
asymmetric dual links and the capture effect is not considered.
This scheme is indicated by “full duplex without SIR MAP”.
Although the MAC protocol in [7] considers non-hidden nodes
for capture effect, it is not compared with our MAC protocol,
because it is a reservation based MAC protocol instead of
random access. As shown in Fig. 12, its throughput decreases
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Fig. 12. The throughput under the same frame length.

Fig. 13. The throughput under different frame lengths.

slightly with an increasing number of clients, because the
overhead of collecting the historical information of dual links
increases. Considering 25 clients, the throughput of A-Duplex
is 37% higher than this scheme.

In the second case, we consider different frame lengths, i.e.,
240, 576, 1000, and 1500 Bytes. The frame length of a data
packet is randomly selected from these values. The results of
this case are shown in Fig. 13. The advantage of A-Duplex
is clearly illustrated. For example, with 25 clients, A-Duplex
improves throughput by about 34% and 122% as compared to
that of the 802.11 DCF with RTS/CTS and without RTS/CTS,
respectively. Furthermore, the saturation throughput of each
scheme in the second case is lower than that in the first case.
The reason is that in the second case the frame length is shorter
than that in the first case, which makes the overhead in the
second case larger and results in a lower throughput. As for the
scheme without SIR MAP [6], the AP collects the historical
information of dual links via blind trial. More specifically,
the AP searches the historical information of dual links to
select clients to set up asymmetric dual links. Such historical
information is accumulated via trial-and-error. Failure in trails

leads to overhead. When there are a larger number of clients,
more trials are needed to collect historical information. Thus, as
the number of clients increases, the overhead increases and the
throughput drops, as show in both Figs. 12 and 13. However,
in the scenario with different frame lengths (i.e., in Fig. 13),
there exists additional overhead. For example, when Client A
sends a packet to the AP with the frame length of 240 Bytes,
the AP tries to select Client B to form dual links and then
send a packet with a frame length of 1500 Bytes. Whether this
trial succeeds or not, Client A experiences additional overhead,
because its transmission finishes much earlier than the AP’s
transmission. Due to blind trial, the chance of having such
additional overhead grows if the number of clients increases. As
a result, for the scheme without SIR MAP [6], the throughput in
Fig. 13 drops more quickly. Considering 25 clients, the scheme
without SIR MAP does not have any gain as compared to
802.11 DCF with RTS/CTS. However, throughput performance
of A-Duplex remains steady as the number of clients grows.

3) Packet Loss and Delay: We evaluate packet loss and
delay under the influence of client movement. In A-Duplex
the success of dual-link setup depends on timely update of the
SIR MAP. If a client moves away from the previous place but
its SIR MAP is not updated in time, the dual-link setup may
fail. To evaluate the impact of mobility to SIR MAP, we only
consider unsaturation mode. The reason is simple: when nodes
constantly send packets (i.e., in saturation mode), the SIR MAP
can always be updated in time, because the SIR information can
be brought back to the AP in a timely fashion.

The random waypoint mobility model [26] is used to sim-
ulate client mobility, i.e., each client can randomly choose a
direction and a distance for each step. Each client moves a step
every 0.25 s, but the step distance varies in different experi-
ments to simulate different moving speed. In our simulations,
we set the maximum moving speed to 4 meters per second to
evaluate the performance of our proposed MAC protocol since
we consider the situation of the people’s movement in a wireless
LAN under a practical environment. The network topology is
shown in Fig. 10 where there are 10 clients. The total number
of packets generated in the network is controlled to be in an
unsaturation mode. More specifically, every 0.25 s we allocate
25 packets to the 10 clients in a random way and assign
25 packets to the AP with destinations selected randomly from
the 10 clients. The packet length is set to 1500 Bytes.

In our simulation, the number of packet retransmission is set
to 7. The packet loss rate and the packet delay are shown in
Figs. 14 and 15, respectively. In the case of full duplex with SIR
MAP(1), a retransmitted packet in a dual-link is not counted
as a retransmission. However, in the case of full duplex with
SIR MAP(2), whenever a packet is retransmitted, it is regarded
as a retransmission. Thus, in full duplex with SIR MAP(1),
the number of retransmissions for some packets from the AP
to a client may exceed 7 times. As a result, the full duplex
with SIR MAP(1) achieves the lowest packet loss. IEEE 802.11
DCF without RTS/CTS results in the highest packet loss due
to highest collisions. The packet loss of full duplex with SIR
MAP(2) is nearly equal to IEEE 802.11 DCF with RTS/CTS,
but both achieve lower packet loss than that of full duplex
without SIR MAP.
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Fig. 14. Packet loss.

Fig. 15. Packet delay.

The packet delays of full duplex with SIR MAP(1) and full
duplex with SIR MAP(2) are almost the same and are the
lowest among all scenarios shown in Fig. 15. 802.11 DCF with
RTS/CTS has the highest delay. As for full duplex without
SIR MAP, its delay is between 802.11 DCF and MAC pro-
tocol. Compared to 802.11 DCF without RTS/CTS and with
RTS/CTS, the delay of A-Duplex is reduced by about 22% and
26%, respectively.

From the above results we can conclude that the full duplex
with SIR MAP(1) is a better option than full duplex with
SIR MAP(2), since it leads to lower packet loss and achieves
similar delay. Moreover, the results show that the movement
of the clients almost does not obviously impact the network
performance; The packet loss remains stable as the moving
speed varies, which means that the MAP can be dynamically
updated in time.

4) The Effect of Path Loss Exponent: In A-Duplex the
throughput improvement is mainly attributed to capture effect.
However, the SIR depends on the path loss exponent of the
environment. Thus, the performance of A-Duplex is evaluated
with respect to different path loss exponents. We choose 802.11

Fig. 16. The ratio of throughput improvement of A-Duplex under different
pass loss exponents; 802.11 DCF with RTS/CTS is chosen as the benchmark.

DCF with RTS/CTS as benchmark. The ratios of throughput
improvement are shown in Fig. 16. As the path loss expo-
nent increases, the throughput improvement becomes more
significant.

VIII. DISCUSSION

A. Accommodating Full-Duplex Clients

A-Duplex supports coexistence between a full duplex AP and
legacy half duplex nodes. However, it can be easily extended to
support a network including both full duplex and half duplex
clients. First, the SIR MAP is established in the same way as
that for the network with only half duplex clients. Second, when
the AP selects a client for downlink transmissions during dual-
link setup, it treats full duplex clients and half duplex clients
similarly. If the AP establishes dual links with a full duplex
client, the transmission rate in the downlink is determined
according to a rate adaptation algorithm. In other words, the
downlink rate does not rely on the SIR MAP, since no capture
effect needs to be utilized in symmetrical full duplex dual links.
However, if the AP establishes asymmetrical dual links with
two different clients, the SIR MAP is still needed to determine
the rate for downlink transmission.

Whether the AP establishes symmetrical or asymmetrical
dual links depends on the following conditions: 1) If a half
duplex client wins the channel access, then the AP can only
establish asymmetrical dual links; 2) If a full duplex client
wins the channel, then the AP can establish either symmetrical
or asymmetrical dual links; 3) If the AP wins the channel, it
can establish symmetrical dual links with a full duplex client
or a single link with a half duplex client. In all three cases,
two strategies can be followed by the AP to select a client
for downlink transmission. In the first strategy, the AP always
selects a full duplex client to set up symmetrical dual links in
cases 2) and 3), and selects a half duplex client that supports the
highest downlink transmission rate in case 1). Thus, throughput
of the network is much improved. In the second strategy, the
AP selects a client according to the virtual deficit round robin
algorithm in all three cases. In this strategy, even if a full duplex
client wins the channel, the AP may still select another client
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Fig. 17. Symmetric dual links for full duplex clients (Client A finishes data
packet transmission earlier).

(either half duplex or full duplex). Thus, the second strategy is
more focused on fairness performance instead of throughput.

Similar to the asymmetrical case, symmetrical dual links can
be established in two ways. If a full duplex client wins the
channel after sending an RTS frame, the AP knows that this is a
full duplex client.2 It then establishes symmetric dual links if it
has a packet to the full duplex client. If the AP wins the channel,
it sets up symmetrical dual links as depicted in Fig. 17. First,
the AP sends an RTS frame to the full duplex client A. When
Client A receives the RTS frame and finds that the destination
address (DA) for itself, it replies a CTS frame. Moreover, if it
has a packet to the AP, the packet is sent after the CTS frame.
After the AP receives the CTS frame, it waits an SIFS and then
sends the data packet to Client A. When both transmissions
finish, the AP and Client A reply ACK simultaneously. In this
case, if either the AP or Client A finishes its data transmission
earlier, it needs to send a busytone (BT) signal to make sure the
two data packets finish at the same time. Suppose Client A has
no packet to the AP, it only replies a CTS frame, and then the
AP sends a data packet to Client A in a half duplex mode.

B. The Effect of Multiple APs

In this paper, A-Duplex is designed and evaluated by con-
sidering only one AP. However, it works well under an en-
vironment with multiple APs in the nearby area. We assume
all APs that can potentially impact each other can hear each
other. In this network, multiple APs and their associated clients
contend the same channel. We know that an RTS frame from a
client contains the associated AP’s address. Thus, when other
clients overhear such an RTS frame, they can find out if the
transmitting client is associated with the same AP or not. The
clients with the same AP follows the procedure of A-Duplex to
compute the SIR, but the clients from other APs just ignore the
received RTS frame.

It is possible that two clients associated with different APs
cannot hear each other. A-Duplex still works properly in this
case. For example, when AP 1 has established dual links and
then the client of the AP 2 sends an RTS frame to AP 2. In this
case, AP 2 will not return a CTS frame, because it has updated
its NAV when it receives the CTS frame from AP 1.

The above analysis shows that the clients of different APs get
the channel alternately following the random access protocol.
Thus, considering one particular wireless LAN with an AP
and its associated clients, it works as if there exists no other
wireless LANs except that a certain amount of time is left

2We assume the AP has classified the client type (either full duplex or half
duplex) during the association process.

TABLE V
THE OVERALL SATURATION THROUGHPUT FOR MULTIPLE APs

idle for other LANs. As a result, A-Duplex can properly adapt
to the situation of multiple APs in the same area. We also
conduct simulations to evaluate A-Duplex with multiple APs
in the range of each other. Since multiple APs within the range
of each other use the same channel, there exist a much larger
number of contending nodes. Thus, as shown in Table V, the
overall throughput drops but slightly, thanks to the mechanisms
of RTS/CTS. However, the throughput for each cell covered by
one AP is simply diluted. These simulation results confirm that
our protocol can still work well when multiple APs running the
A-Duplex protocol are in the range of each other.

C. A-Duplex in the Case of Imperfect Self-Interference
Cancellation

In this paper, we assume that the AP can achieve perfect
self-interference cancellation. A-Duplex can also be modified
to adapt the case of imperfect cancellation. If the AP cannot
achieve perfect self-interference cancellation, uplink reception
in dual links is impacted. Thus, the client needs to reduce
the uplink rate properly so that the AP can decode the packet
correctly. To achieve this goal, the following procedure is taken.
During self-calibration of the full duplex radio on the AP,
the remaining self-interference can be quantified as a system
parameter. This parameter is carried by the CTS frame from
the AP to a client, so an additional byte is added in the CTS
frame. In case the AP sets up dual links, the value of this
byte represents the remaining self-interference; otherwise, the
value is just zero. Finally, when a client receives the value of
remaining self-interference, it can adjust the transmission rate
of the next frame by checking the modulation and coding table.
For example, given the SNR of the current transmission rate
and the remaining self-interference, the adjusted rate can be
determined by checking Table II.

IX. CONCLUSION

A MAC protocol called A-Duplex was developed in this
paper to support a wireless LAN with a full duplex AP and
half duplex clients. Packet-alignment based capture effect was
considered in A-Duplex to establish dual links to fully leverage
full duplex capability of the AP. To this end, a map of network
topology and relative signal strength of different links was set
up via a dynamic SIR update scheme. Such a map helps the AP
form dual links while exploring the advantage of capture effect.
To improve fairness of A-Duplex, a virtual deficit round robin
algorithm was designed for the AP to select an appropriate
client for downlink transmissions. Both analytical and simu-
lation results showed that A-Duplex effectively improved the
performance of throughput, packet loss, and delay, as compared
to existing MAC protocols. Besides, it maintained a high level
of fairness. A-Duplex can be easily applied to legacy half
duplex nodes, because it makes no change to the physical layer.



TANG AND WANG: MAC FOR EFFICIENT COEXISTENCE BETWEEN FULL- AND HALF-DUPLEX COMMUNICATIONS 5885

REFERENCES

[1] J. I. Choi, M. Jain, K. Srinivasan, P. Levis, and S. Katti, “Achieving single
channel, full duplex wireless communication,” in Proc. ACM MobiCom,
2010, pp. 1–12.

[2] M. Jain et al., “Practical, real-time, full duplex wireless,” in Proc. ACM
MobiCom, 2011, pp. 301–312.

[3] M. Duarte, C. Dick, and A. Sabharwal, “Experiment-driven characteri-
zation of full-duplex wireless systems,” IEEE Trans. Wireless Commun.,
vol. 11, no. 12, pp. 4296–4307, Dec. 2012.

[4] E. M. Dinesh Bharadia and S. Katti, “Full duplex radios,” in Proc. ACM
SIGCOMM, 2013, pp. 375–386.

[5] A. Tang and X. Wang, “Balanced RF-circuit based self-interference
cancellation for full duplex communications,” Ad Hoc Netw., vol. 24,
pp. 214–227, Jan. 2015.

[6] N. Singh et al., “Efficient and fair MAC for wireless networks with self-
interference cancellation,” in Proc. IEEE WiOpt, 2011, pp. 94–101.

[7] J. Y. Kim, O. Mashayekhi, H. Qu, M. Kazadiieva, and P. Levis, “Janus: A
novel MAC protocol for full duplex radio,” Stanford Univ. Comput. Sci.,
Stanford, CA, USA, Tech Rep., 2013.

[8] W. Zhou, K. Srinivasan, and P. Sinha, “RCTC: Rapid concurrent transmis-
sion coordination in full duplex wireless networks,” in Proc. IEEE ICNP,
2013, pp. 1–10.

[9] X. Wang, A. Tang, and P. Huang, “Full duplex random access for
multi-user OFDMA communication systems,” Ad Hoc Netw., vol. 24,
pp. 200–213, Jan. 2015.

[10] A. Kochut, A. Vasan, A. U. Shankar, and A. Agrawala, “Sniffing out the
correct physical layer capture model in 802.11b,” in Proc. IEEE ICNP,
2004, pp. 252–261.

[11] K. Whitehouse, A. Woo, F. Jiang, J. Polastre, and D. Culler, “Exploiting
the capture effect for collision detection and recovery,” in Proc. IEEE 2nd
Workshop Embedded Netw. Sens., 2005, pp. 45–52.

[12] J. Lee et al., “An experimental study on the capture effect in 802.11a
networks,” in Proc. 2nd ACM Int. Workshop Wireless Netw. Testbeds, Exp.
Eval. Character., 2007, pp. 19–26.

[13] N. Santhapuri et al., “Message in message MIM: A case for reordering
transmissions in wireless networks,” in Proc. 7th ACM Workshop Hot
Topics Netw., 2008, pp. 25–30.

[14] Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
Specifications, IEEE Std. 802.11-1999, 1999.

[15] C. Gezer, C. Buratti, and R. Verdone, “Capture effect in IEEE 802.15.4
networks: Modelling and experimentation,” in Proc. IEEE Int. Symp.
Wireless Pervasive Comput., 2010, pp. 204–209.

[16] C. Ware, J. Chicharo, and T. Wysocki, “Simulation of capture behav-
iour in IEEE 802.11 radio modems,” in Proc. IEEE VTC, 2001, vol. 3,
pp. 1393–1397.

[17] A. Tang and X. Wang, “Medium access control for a wireless LAN with
a full duplex AP and half duplex stations,” in Proc. IEEE GLOBECOM,
2014, pp. 4732–4737.

[18] M. Shreedhar and G. Varghese, “Efficient fair queuing using deficit round-
robin,” IEEE/ACM Trans. Netw., vol. 4, no. 3, pp. 375–385, Jun. 1996.

[19] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed coordi-
nation function,” IEEE J. Sel. Areas Commun., vol. 18, no. 3, pp. 535–547,
Mar. 2000.

[20] W. C. Jakes and D. C. Cox, Microwave Mobile Communications.
Piscataway, NJ, USA: IEEE Press, 1994.

[21] M. Zorzi and R. R. Rao, “Capture and retransmission control in mobile
radio,” IEEE J. Sel. Areas Commun., vol. 12, no. 8, pp. 1289–1298,
Oct. 1994.

[22] Z. Hadzi-Velkov and B. Spasenovski, “Capture effect in IEEE 802.11
basic service area under influence of Rayleigh fading and near/far effect,”
in Proc. IEEE Int. Symp. Pers., Indoor Mobile Radio Commun., 2002,
vol. 1, pp. 172–176.

[23] “Cisco wireless mesh access points, design and deployment guide,
Release 7.3,” Cisco, San Jose, CA, USA, Cisco Rep., p. 55, 2012.

[24] A. Kamerman and L. Monteban, “WaveLAN-II: A high-performance
wireless LAN for the unlicensed band,” Bell Lab. Tech. J., vol. 2, no. 3,
pp. 118–133, Summer 1997.

[25] R. Jain, D.-M. Chiu, and W. R. Hawe, “A quantitative measure of fairness
and discrimination for resource allocation in shared computer system,”
Eastern Res. Lab., Digital Equip. Corp., Hudson, MA, USA, 1984.

[26] T. Camp, J. Boleng, and V. Davies, “A survey of mobility models for ad
hoc network research,” Wireless Commun. Mobile Comput., vol. 2, no. 5,
pp. 483–502, Aug. 2002.

Aimin Tang received the B.S. degree in elec-
trical and computer engineering in 2013 from
Shanghai Jiao Tong University (SJTU), Shanghai,
China, where he is currently working toward the
Ph.D. degree with the Wireless and Network-
ing Laboratory. His current research interests in-
clude full-duplex communications, rateless coding,
D2D communications, and software-defined wireless
networks.

Xudong Wang (S’00–M’03–SM’08) received the
Ph.D. degree in electrical and computer engineer-
ing from the Georgia Institute of Technology,
Atlanta, GA, USA, in 2003. He is currently with
the UM–SJTU Joint Institute, Shanghai Jiao Tong
University (SJTU), Shanghai, China. He is a Distin-
guished Professor (Shanghai Oriental Scholar) and
is the Director of the Wireless and NetworkinG
(WANG) Laboratory, SJTU. He is also an affiliate
faculty member with the Department of Electrical
Engineering, University of Washington, Seattle, WA,

USA. Since August 2003, he has been working as a Senior Research Engineer,
Senior Network Architect, and R&D Manager in several companies. He has
been actively involved in R&D, technology transfer, and commercialization of
various wireless networking technologies. He holds several patents on wireless
networking technologies, and most of his inventions have been successfully
transferred to products. His research interests include wireless communication
networks, smart grid, and cyber–physical systems. Dr. Wang is an Editor of
the IEEE TRANSACTIONS ON MOBILE COMPUTING, IEEE TRANSACTIONS

ON VEHICULAR TECHNOLOGY, and Elsevier Ad Hoc Networks. He was the
Demo Co-Chair for the ACM International Symposium on Mobile Ad Hoc
Networking and Computing (ACM MOBIHOC 2006), a Technical Program
Co-Chair for the Wireless Internet Conference (WICON) 2007, and a General
Co-Chair for WICON 2008. He has been a Technical Committee Member for
many international conferences.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


